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Abstract

This dissertation presents improvements made on position estimation techniques ap-
plied to seismology, airborne gravimetry and planetary gravity recovery. In Chapters
2 and 3, a smoothed ionospheric model computed using GPS phase observations was
applied to seismology and airborne gravimetry. The seismic investigation observed
the 2010 El Mayor-Cucapah earthquake near Baja, California. The application of the
ionospheric model resulted in an overall 4 mm RMS reduction in the measurements
of GPS heights. The same ionospheric technique was applied to GPS data collected
during an airborne gravity survey. In this study the model improved the RMS spread
of four repeat gravity profiles by 0.6 mGal.

Chapters 4 and 5 focus on the Dawn mission to the asteroid 4 Vesta. Chapter
4 details the use of spacecraft image constraints in the orbit determination software
GEODYN, which is used by NASA/GSFC for trajectory reconstruction and geophys-
ical analyses of planets. Image constraints are shown to converge an orbit solution
that differs from that computed by the Dawn Science Team at JPL by less than 13
m. Chapter 5 describes the application of the new technique in the estimation of
the orientation parameters and low-degree gravity field of Vesta. The pole orienta-

tion and low-degree gravity field estimated agree with that presented by the Dawn

Science Team through the use of an independent software and estimation algorithm.
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Chapter 1

Introduction

Geophysical investigations yield science results that our equipment and processing

capabilities allow. Sometimes measurement noise limits the degree to which we can

observe a given phenomenon. In other scenarios, a derived data type can enable an

entirely new capability. We have a great many tools available to us as geophysicists,

and making optimal use of them will maximize our science results. The theme of

this dissertation can be thought of as offering improvements and new capabilities in

geophysics, which can result in greater scientific capability. The techniques presented

here have a strong focus on seismology and gravity science, but, when applied, they

can benefit a wide range of other fields.

In the work presented on the following pages, the "positions" of various mea-

surement devices are precisely calculated. In Chapter 2, we study the positions of

ground-based GPS receivers. In Chapter 3, we reconstruct the position of an aircraft.

In Chapters 4 and 5, the position of a spacecraft across the solar system is com-

puted. But this thesis is about much more than knowing the precise location of GPS

stations, aircraft or spacecraft. The techniques studied here have the potential to

improve results obtained from seismology, airborne gravimetry, and planetary radio

science. Knowing "where things are" has always been important in science. We have

to know where measurements were made and where samples were collected. In the

most extreme sense, sometimes the calculated position itself is the sought-after piece

of information which enables us to study a phenomenon, such as a planetary gravity
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field.

This thesis first addresses the effect of ionospheric delays on GPS positioning.

A smoothed ionospheric model is applied to GPS measurements in two applications

detailed in Chapters 2 and 3. Chapter 2 applies the technique to ground-based, high-

rate GPS receivers. The data studied span the interval of the 2010 El Mayor-Cucapah

earthquake near Baja California. High rate receivers have been increasingly used in

recent years, and any positioning improvements that can be made will benefit science

as GPS equipment becomes more prevalent. In Chapter 3, the ionospheric model

is applied to compute the trajectory of an aircraft used for airborne gravimetry. In

the scenarios in Chapters 2 and 3, the network of GPS receivers is spread out over

hundreds of kilometers, which means each receiver possibly senses much different

portions of the ionosphere, which further illustrates the need for the application of

an accurate ionospheric model in computing the positions of GPS receivers.

The GPS constellation was designed to operate on more than two frequencies for

the purpose of combining the phase observables on different frequencies to compute

and subract the first-order ionospheric effects on the positionining calculation (see

Leick, [2]). Modeling the ionosphere in this way, however, introduces the noise of the

GPS observables in a root sum of squares (RSS) sense, and can increase the ultimate

RMS of the noise of the position solution by a factor of 3 (see Herring et al., [3]). In

this work, the ionospheric contribution to the phase observables is computed using a

combination of the Li and L2 observations, but I attempt filter the noise contributed

by the phase observables. This technique, when applied correctly, leaves only the

contribution of and dynamics of the actual ionosphere to the phase observables.

The vertical component of positions calculated from GPS observables has in pre-

vious work carried a a larger noise root mean square (RMS) than the horizontal

components (see Bilich, et al., [4] and Bock, et al., [5]). This is due in part to delays

and noise caused by the atmosphere and ionosphere (see Wanniger [6], and Langley,

[7]). One major result of applying an ionospheric model with reduced noise RMS

was the improved observation of GPS vertical positions, for both the seismology and

airborne gravimetry investigation. For the seismology work, the application of the
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ionospheric model was shown to improve position RMS magnitude by 2 mm horizon-

tally and 4 mm vertically. Application of the model in the gravimetry investigation

adjusted GPS heights by up to 20 cm, and resulted in an improved repeatability of

observed gravity profiles by 0.6 mGal in an RMS sense.

The increased vertical noise component means it is more difficult to detect wave

forms which manifest in the vertical direction. These include the initial pressure wave

arrivals, as well as the surface waves which express in the vertical component such

as the Rayleigh waveforms (see Geng et al., [8]). The application of the ionospheric

model enhanced the observation of of surface dynamics and Rayleigh waves, well past

the major earthquake dynamics. It did not allow observation of the P-wave arrivals

since their amplitude is at least an order of magnitude smaller than the Rayleigh wave

arrivals. This work shows that more work in improving ionospheric and atmospheric

modeling could further enhance vertical resolution.

In the case of airborne gravimetry, vertical positioning is most important because

the gravity gradient is strongest in the vertical direction (see Baumann et al., [9]).

Noise reduction in position knowledge in this component is one of the most important

improvements to be made in this field, since a 1 m position improvement can result

in 0.3 mGal change in gravity, with the standard free-air correction. This means that

improvements of 0.6 mGal shown in this work can effect the computed geoid on the

order of ~ 1 - 2 meters.

In Chapter 4, image data are applied in the calculation of the orbit of the Dawn

spacecraft at the protoplanet 4 Vesta. This work represents the first time images were

included as a constraint using GEODYN software, which is the orbit determination

and geophysical parameter estimation software of NASA Goddard Spaceflight Center

(GSFC) (see Pavlis, et al., [10]). In this work, our eventual aim is to improve the

spacecraft positioning for the purpose of inverting the orbit trajectory to compute the

planetary orientation, spin rate, and gravity field. This effort is presented in Chapter

5. From the orientation and gravity field we can begin to infer the internal structure,

chemical composition and formation history of Vesta.

The technique of using images for orbit determination has been applied by others
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(see Owen et al., [11]), but this is the first instance with GEODYN software. There

are several advantages to complementing traditional radiometric range and Doppler

measurements with other orbit constraints. First, constraints from images taken

by the spacecraft will likely cover time periods when radiometric tracking of the

spacecraft from Earth is impossible due to geometry or scheduling constraints. In

addition, image constraints can reduce orbit uncertainty in the along- and cross-

track orbit components, which have typically carried higher position uncertainty (see

Mazarico, et al., [12]). The use of the image constraints substantially aids in the

gravity recovery effort at Vesta as they aid in the estimation and stabilization of the

spin axis orientation, as well as GM and J2.

Chapter 4 describes the calculation of image constraints using the pixel locations of

landmarks observed in images in the estimation of the shape of Vesta by Gaskell et al.,

[13], and shows the improvement in agreement of the GEODYN orbit reconstruction

with that of the Dawn Science Team of the NASA Jet Propulsion Laboratory. Chapter

5 describes the calculation of the Vesta spin axis orientation and gravity field using

radiometric and image data. Performance is quantified partly through agreement

with the results of the Dawn Science Team (see Konopliv et al., [14]). This work

represents an important opportunity to both study Vesta as well as independently

validate the software and methodology of the Dawn Science Team and NASA GSFC.

GEODYN makes use of a Cowell integrator and batch least squares algorithm (see

Cowell [15], and Pavlis et al., [10]), while JPLs analysis was completed using the

MIRAGE orbit determination software, which is a Kalman filter (see [16]). Agreement

between the two softwares in orbit reconstruction and gravity recovery validates the

effort presented here as well as that of the Dawn Science Team.

Chapters 3, 4 and 5 have the goal of enhancing the capability of modeling local

and planetary gravity fields. Gravity has been a source of curiosity, intrigue, and

scientific investigation for much of human history. It holds us to our home world, the

Moon in its orbit, and has inspired us to ask questions about its fundamental nature,

the planet we live on, and the formation of our solar system. The attraction of gravity

is caused by the mass within the worlds we study. Studying it provides insight into
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the processes that create them and are active within them. Analysis of the gravity

fields of planets provides a method of observing phenomena from the deep interiors

of differentiated planetessimals to the movement of water on the surface of Earth.

This thesis presents the analysis of improvements to modern techniques of con-

ducting gravity science and geodesy. It covers two investigations: one which exam-

ines possible improvements in computing regional gravity fields on Earth, and an-

other seeking to answer questions about the formation of entire planets. Near-surface

gravimetry on Earth has been a very useful tool that has provided us with the ability

to study the forces which shape the landscape we live on. Its applications include the

study of seasonal variations of Earth's water cycle, the investigation of the crust- for

natural resources, and mapping flood plains. Modeling planetary-scale gravity fields

can tell us about the nature of the core, mantle and crust of a planetary body, and its

general formation history. Investigations of planetary gravity fields have allowed us

to observe the fluid motions of Earth's core [17] as well as detect large dikes beneath

the lunar lithosphere [18].

Of practical motivation, the establishment of an accurate gravity model allows

precise definition of a reference frame to the region or planetary body being studied.

The definition of a vertical datum on Earth is tightly linked to the establishment of

the local gravity field. On planetary bodies, the accurate knowledge of the position

of the rotation axes, and its movements allow the establishment of a reference frame.

Terrestrial and planetary reference frames, in addition to being used for navigation,

are used to register datasets to the surface of the body. In this way, gravity science can

assist other scientific investigations which, while not directly dependent on gravity, are

dependent on accurate knowledge of reference frames to which subsequent datasets

are registered.

The work presented in this dissertation starts with the accurate computations of

the positions of GPS receivers, aircraft, and spacecraft. The benefits of the techniques

presented here can reach far past simply knowing where things are. They can enhance

knowledge gained from seismology, airborne gravimetry, and planetary gravity mod-

eling. In addition, establishing accurate position measurements allows the definition
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of a frame of reference with which other data sets (that may have nothing to do with

gravity) can be registered. In that sense, this dissertation presents techniques which,

when applied, can open scientific capabilities to us where they were not previously

available.
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Chapter 2

High-Rate GPS Observations of

the 2010 El Mayor-Cucapah

Earthquake Utilizing a Smoothed

Ionospheric Model

2.1 Abstract

To mitigate ionospheric induced noise in GPS phase observables, a new processing

technique is applied to improve the fidelity of GPS observations for scientific appli-

cations. To assess the capability of this technique, an ionospheric model was applied

to ground-based 5-Hz GPS phase measurements from 36 stations during the 2010 El

Mayor-Cucapah earthquake in Baja, California and GPS data were processed in a

double difference method. In double differencing it is typical to compute the iono-

sphere's impact on GPS measurements using a linear combination of the phase data.

Because this is a linear combination of the phase data, however, it carries with it a

S3 x magnification of the phase noise. To reduce the induced noise, I apply a Kalman

filter and smoother to the ionospheric delay computed using the phase data, resulting

in a 4 mm reduction in the height position moving RMS in the receiver position time
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histories. The east and north RMS components are subsequently improved by 1.9

mm and 2.3 mm, respectively, enabling enhanced observation of the surface arrival

dynamics, and the coda after the main set of arrivals. As GPS networks become more

prevalent, this technique has future applications in GPS-based geophysical investiga-

tions due to the ease of installation and decreasing cost of receivers. In addition, as

we depart from the maximum activity period of the current solar cycle, any improve-

ments in modeling and removing the ionospheric effects on GPS signals will further

enhance the subsequent science results as the noise contributions from the GPS phase

observables will be easier to isolate without filtering real ionospheric signal.

2.2 Introduction

The increasing prevalence of GPS stations used for geodesy and seismology (e.g. [19],

[20]) is due to the low cost of GPS receivers and simpler installation requirements

when compared with seismometers. As a result of this, improvements to GPS pro-

cessing techniques have the potential to improve a vast array of GPS-based scientific

capabilities.

The observability of earthquake dynamics decreases considerably with distance

from the source, and with time after the initial event. Thus, the error sources of

the instrumentation are a limiting factor in seismology. Error sources in GPS obser-

vations are receiver and satellite clock biases, multipath reflection, cycle slips, and

atmospheric and ionospheric delays [21]. There are. several processing methods used

to mitigate the effects of the aforementioned error sources such as precise point posi-

tioning and double differencing [22]. However, errors arising from ionosphere-induced

noise remain an impediment for improved quality and improved scientific. analysis.

Global ionospheric maps computed from phase observations are provided daily by

the International GPS Service (IGS) (see, e.g., Schaer et al., [23], and Hernandez-

Pajares, et al., [24]). With a spatial resolution of 2.5 degrees longitude every two

hours, the maps are thin-sheet models of the ionosphere with vertically tallied total

electron content (TEC) values at 450-km altitude. While the maps are useful to
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provide a general constraint on the effects of the ionosphere, the maps do not provide

spatial and temporal high-resolution variation (<1 km, and <1 minute, respectively)

needed to accurately estimate centimeter-level GPS errors for high-rate data.

While previous workers have attempted to model ionospheric effects on GPS ob-

servations, these estimates are based on global models and poorly account for high

frequency variations [25], [26]. For example, [25] apply GPS encoded model parame-

ters derived from space weather observations [27] and although their model contains

parameters for temporal, diurnal and geographic variations, they are unable to cap-

ture high frequency variations in the ionosphere and have errors of up to 50% of the

actual ionospheric delay. While Spencer et al [26], apply a Kalman filter to estimate a

thin-screen TEC map at 350-km altitude using double-differenced phase observations

yielding improved phase residuals to 0.1 Li wavelengths (19.0 cm) for up to 500-km

baselines, their work does less applicable for highly localized regions or areas of high

frequency variations.

In this work, I present a technique for mitigating GPS phase induced in the posi-

tion calculation through traditional use of the phase observables to remove ionospheric

delays. Contrary to previous workers, I apply a Kalman filter and smoother to remove

the phase noise from the delay calculation of the individual observables, as opposed

to creating a global-scale model.

2.3 Methodology

Track is a kinematic GPS software that is developed and maintained at MIT. It

computes GPS receiver time histories using double-differences of phase observables

to cancel the effects of the receiver and satellite clocks, mitigate the effects of the

atmosphere and ionosphere, and estimate phase ambiguities (see, e.g., Herring et al.,

[28], and Dong and Bock, [29]). In its operation, Track uses GPS pseudorange data

to compute coarse position tipe histories for the receiver network, and subsequently

refines the computed positions using the double-differenced Li and L2 phase measure-

ments. For the double differencing calculations, effects of the satellite and receiver
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clock biases are cancelled by differencing simultaneous observations from two GPS

spacecraft by two GPS receivers. This technique mitigates the effect of atmospheric

and ionospheric delays when the GPS receivers are in close proximity (< 3 km). This

is true because nearby receivers likely observe signals to the same satellite through

similar neutral atmospheric and ionospheric conditions. As the receivers are moved

farther apart, different regions of the atmosphere and ionosphere affect the respec-

tive GPS signals. Therefore, with increasing baseline length, the assumption that

ionospheric effects largely cancel begins to break down.

The equation for a GPS phase observable on the Li and L2 carrier frequencies for

receiver k and spaceraft p, in units of cycles is (see Leick [22]):

(tk)= f1p%, 1(tP) + N~' (1) - flAtk + fiAt + I1,(t) + LTR 1 (tk) + ,, + i,,

O 2 (tk) - PIpk 2 (tP) + N, 2(2) - f2Atk + f 2 Atp + , I,2,0(tk) + Tk, 2(tk) + Jp+,2,4 - E2,v
(2.1)

where the parameters are defined in Table 2.1.

Parameter Description

c Speed of light.

fi Li carrier frequency, 1575.42 MHz.

f2 L2 carrier frequency, 1227.60 MHz.
tp Time of signal transmission from spacecraft.

tk Time of signal reception at receiver.

p (t,) Geometric vacuum distance between the receiver and spacecraft,
computed in inertial cartesian coordinates.

Nk'(1) and Nkp(2) Phase ambiguities on the Li and L2 signals, cycles.

Atk Receiver clock bias, in seconds.

At" Satellite clock bias, in seconds.

I (t ) Ionospheric delay on the Li signal, in meters.

Ik2 (tk) Ionospheric delay on the L2 signal, in meters.

T (t) Tropospheric delay on the Li and L2 signals, in meters.

k(k Hardware delays and multipath effects on the Li signal, in cycles.

Hardware delays and multipath effects on the L2 signal, in cycles.

Li phase noise, in cycles.

2' L2 phase noise, in cycles.

Table 2.1: Parameters in the GPS phase observable expression in Eqn. 2.1.

The observables in Equation 2.1 can be calculated in units of distance by multi-
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plying by the respective Li and L2 wavelengths, 19.0 and 24.4 cm. The ionospheric

group delays in Eqn. 2.1 can be computed in units of distance as:

40.3
1(f) = TEC (2.2)

where f here is either the Li or L2 frequency, and TEC is the "total electron content"

affecting the signal from satellite to the receiver. This expression approximates the

first order effects of the ionosphere, and for the phase delay, will have the opposite

sign (see Jackson [30]). The TEC is the integration of the electron density, Ne, along

the transmitted signal, s:

TEC = Neds (2.3)

The TEC is expressed in TEC units, or TECU, and 1 TECU=10 6 e-/m 2 . Equa-

tion 2.1 describes the phase observation by one receiver from one spacecraft. If we

difference the Li phase observation with receiver, k, and another Li phase observation

from receiver m, as:

Odm,l(tk) = Op, 1 (tk) - Om,(tm) (2.4)

we obtain the following single-difference expression:

kMm(t) = pm(tp)+Npm(l)-fi(Atk -Atm)-+Im,l,4(tk)+ Tm(t) + 6 km,1,4-+6km,1,v

(2.5)

In this expression of the receiver-to-receiver single difference, the satellite clock bias

term, Atp, is not present because it cancelled in the difference. Also, the time of

reception terms, tk, and tm, are equal to within several nanoseconds, and we use t.

The terms with km subscripts, denote the difference between those effects on the

respective signals at receiver k and receiver m. For example, the difference in the

ionospheric delay is given by:

kf, 1,ts (tk) - -If 1,0u(tk) - I mg (2.6)

If the two receivers are close in proximity, one could image that signals they receive
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from the same satellite travel through the same portion of the ionosphere, in essence

making If, 1,,(tk) I ,1,(tm), which would cause the differenced ionosphere term to

0. This would also be true for the tropospheric delay. The next step in differential

processing is to form a double difference, in which two single-differenced observations

from different spacecraft, say satellite p and satellite q is computed:

k(= km(t) k- 7 m(t) (2.7)

Here, the pq supersript denotes the difference between the single differences. If we

expand Eqn. 2.7, we have:

#qm(t) = -PSm(t) + NkM(1) + ,0 I,1,(tk) +fi T(tk) + m + , (2.8)
C C

In this expression, there is no receiver clock bias term, fi (Atk - Atm), because it

cancelled in the double difference. For short baselines between the receivers the

same negation occurs with the ionosphere and troposphere, since the receivers will

observe the second spacecraft through the same portion of the ionosphere. The focus

of this work deals with what happens when this is not true, and Ikm,1,+(tk) / 0,

I1m,l,4(tk) # 0, and Ik,1,0(tk) / 0. It is for this reason that GPS was designed with

two transmission frequencies. In such cases, when there are large baseline distances

between receivers, it becomes necessary to compute an ionosphere-free combination

of the phase observables given by Dong and Bock, [29], and Bock [31]:

?LC = 2-54041 - 1.5 4 6 (DL2 (2.9)

In Eqn. 2.9, the phase observables are represented in units of distance as:

C
4 L1 (2.10)

fi

and
C

L2 =--L2 (2.11)
f2
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where the symbology was simplified by representing q$k 1(tk) as OLl and q$k 2 (tk) as

#L2. The coefficients in this expression result from forming a linear combination of

the phase observations on the Li and L2 frequencies and are: f1_ = 2.546 and

=2 1.546 (see Leick [22]).

While equation 2.9 can be used to compute positions, it can magnify the noise

of the phase observables by up to 3 times. If we consider the standard deviation

of the noise of the phase residuals is approximately 1% of their respective wave-

lengths, then the Li noise standard deviation is 2 mm, and the L2 noise standard

deviation is 3 mm (which is dependent on the algorithm the receiver uses to aquire

the L2 phase, and vary with different receiver brands). In Equation 2.9, we have

1/(2.546 x 2 mm) 2 + (1.546 x 3 mm) 2 ~ 7 mm. This increase in the noise is enough

to degrade the positioning solution by 10s of centimeters.

In the work presented here, I perform the double differencing calculation without

using Eqn. 2.9, and apply an ionospheric model to Eqn. 2.1. Through the ionospheric

model, the objective is to calculate the ionospheric contribution to the phase observ-

ables, and smooth its associated phase noise. We start with the Li and L2 phase

residuals, converted to meters, d@1 and d) 2 . The difference between the converted

phase residuals is the contribution of the ionosphere, in meters, on the Li and L2

signals:
40.3 x TEC 40.3 x TEC

A.(12 = 1 2 (2.12)

where the difference in Eqn. 2.12, carries the factor ~ 3 augmentation of the noise

discussed earlier since it is a linear combination of the phase residuals. Eqn. 2.12 is

our starting point in the creation of the ionospheric model. We aim to filter the noise

caused by the phase observations from Eqn. 2.12 and apply it directly to the one-way

signals in Eqn. 2.1to remove only the noise associated with the phase observations,

while retaining the real variation in the ionosphere.

For this investigation the phase observation residuals output by Track are used

to compute the ionospheric delay on each GPS-to-receiver one-way signal. Then I

attempt to smooth the noise from the phase residuals out of the estimate of the iono-
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spheric delay with a forward Kalman filter and backward-running smoother. The

forward-running Kalman filter is a sequential estimator that makes use of the mea-

surements and covariance computed from the previous time step. Next, a backward-

running Rauch-Tung-Striebel (RTS) smoother is applied to make optimal use of both

the forward and backward values of the estimate and variance ([32]). The measure-

ment noise parameter is set to reflect the actual noise in the GPS phase measurements:

1 mm. Finally, the TEC estimates are adjusted to preserve the values of the double

differences computed in the initial Track run. Next, receiver positions are computed

using both the GPS phase observations and TEC estimates in a third Track run.

Track has been modified to input the line-of-sight TEC estimates to compute and

remove the ionospheric delays on the individual one-way signals. A flow diagram of

the steps in the processing for this work is shown in Fig. 2-2.

The process noise parameter in the Kalman filter characterizes the amount of

variation allowed in the TEC estimate from one time step to the next. Care must be

taken to set the value of the process noise such that noise from the phase residuals is

minimized while preserving the actual trend of the ionospheric delay. An example of

this effect is shown in Fig. 2-3. As the process noise is decreased, it has the effect of

smoothing the noise of the Eqn. 2.12.

In Figure 2-1, the spectra of the Li and L2 observations and db1 - d<D2 is domi-

nated by noise at approximately 0.29 Hz. The process noise for this application was

chosen to be 4.1 x 10-3 m2 /second, which produces the spectrum of the red line, with

diminished power for frequencies higher than 0.005 Hz. This method was applied to 5

Hz GPS data from April 3, 2010, and April 4, 2010 (the day before, as well as the day

of the seismic event). This was done so that the effects of daily-repeating multipath

errors could be removed from position time histories (see, e.g., [33], [34]). Multipath

errors are caused by reflections of GPS signals off nearby objects, such as buildings

or wet asphalt.
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Figure 2-1: Power spectral density of the double-differenced LI and L2 phase obser-
vations, the L1-L2 combination and the TEC, in units of m 2 /Hz. The solid vertical
lines mark the frequencies at 0.29 Hz, and 0.005 Hz. At 0.005 Hz, white noise begins
to dominate the LC signal, and at 0.29 Hz, the smoothing of the filter applied to the
ionosphere begins to diminish the LC signal power.

2.3.1 Data Description

The M,7.2 El Mayor-Cucapah event took place at 22:40:42 UTC on 4 April 2010.

The epicenter was located at 31.13N and 115.30W on the Sierra El Mayor fault, and

subsequent shocks occurred along the Laguna Salada, Indiviso, Sierra Cucapah and

Elsinore faults (see e.g., [35], [36] and [37]). These faults are largely parallel, and lie

on the boundary between the Pacific plate and the North American plate, southeast

of the San Andreas Fault. A right lateral slip of up to 2 m was detected along the

Sierra Cucapah fault, and centimeter-level dynamic motion was recorded up to 200

km from the epicenter (see, e.g., [35] and [20]).

The Plate Boundary Observatory (PBO) GPS station P725 was selected as the
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Figure 2-2: Workflow of estimating an ionospheric model and computing receiver

position time histories.

reference station for 36 other stations. The rest of the stations were processed in

groups of 4 to 8 stations. Distances between stations and the base station ranged from

99-713 km, and their range from the earthquake epicenter ranged from 48 to 642 km.

Due to the large baselines in this study, Track was run first with the IONEX model

applied to obtain an initial ambiguity estimate set. Well-determined ambiguities

were then input as fixed (not free to be estimated) values into a second Track run.

Next, phase residuals from the second Track run were used to estimate and smooth

the ionospheric delays on each satellite's signal on each station. The line of sight

ionospheric delay estimates where then applied to the phase observables in a third

Track run.
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Ionospheric Delay
for PRN: 20 and station: P725

1.99

1.985 - _ 1 2

-8.1 m2/sec
1.98 -8.1 x 10-2 m2/sec

-8.1 x 10~ rn/sec
1.975 -4.1 x 0 m2/sec

1 .9 7 - - - - -...-.......- - ...

1.965 - - ----

1.96 ---

1.955

'O 5200 5400 5600 5800 6000 6200 6400 6600 6800 7000
Time (sec)

Figure 2-3: Example of the line of sight ionospheric delay in meters. The value of
the ionospheric delay computed with Eqn. 2.12 is shown in green. Various levels
of process noise are shown and the value of the process noise chosen for this work,
PN=4.1 x 10-4 m2/sec is plotted in red. Here A<D 12 is shown as the green curve and
should be noted as having the largest noise magnitude.

2.4 Results and Analysis

Figures 2-5 through 2-7 show the position time histories of GPS stations compared

with positions computed from integrated 50-Hz data from the seismic accelerometers.

Figures 2-5 and 2-6 compare the P494 station with the WES accelerometer, which

is part of the Caltech Regional Seismic Network (see [38]). The two instruments are

about 80 m apart (latitude: 32.76, longitude: -115.73), and roughly 70 km from the

epicenter. Figure 2-5 shows the position histories during the surface wave arrival

dynamics and Figure 2-6 shows ground motions after major arrival dynamics have

ended.

These are surface wave arrivals (likely Rayleigh and Love waves), because the

pressure and shear wave (S- and P-wave) arrival times, calculated with Tau-P software

using the PREM model (see Crotwell, et al., [39]) arrive 15 and 30 seconds prior to
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Figure 2-4: Map of GPS receivers used in this study. The station network is repre-

sented by small red targets. The earthquake epiceter is the large red target to the

lower right of the image. The reference station is the white flag in the upper left

corner, and the stations referenced in Figs. 2-5 through 2-8 are shown as white stars.

the observation of ground motion by the GPS. In addition P-waves are much more

difficult to observe with GPS because they manifest in the vertical component and

their amplitudes are small compared to the GPS vertical noise variance.

Figure 2-7 shows the comparison between the P742 GPS station (latitude: 33.50,

longitude: -116.60) and the BZN accelerometer, which is part of the ANZA network

(see [40]). These two instruments are separated by 6 km, and are roughly 184 km

from the epicenter. It can be seen in Figures 2-5 through 2-7 that GPS positions

match integrated accelerometer measurements well in the East and North directions,

and that the largest differences occur in the height component.

Also, GPS positions in Figures 2-5 and 2-7 show the coseismic deformation, mostly

visible in the east and north components. Specifically in the north components in

Fig. 2-5, the GPS position readings start at roughly +200 mm, and are at 0 mm

at the end of the time series. In Fig. 2-7, this can be seen in the east and north
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components, where P725 starts at about +10 mm east and +10 mm north.

In these comparisons it can be seen that GPS position time histories best match

the strong motion observations in the horizontal directions. Generally, vertical wave

arrival dynamics are much smaller in magnitude than horizontal dynamics, which can

be seen in Figs. 2-5 and 2-7. In addition, sensing millimeter-level dynamics with GPS

is most difficult in the height component. The fact that application of the smoothed

ionospheric model largely affected the positions in the vertical component suggests

the utility of accurately modeling the ionosphere.

A 100-second moving RMS of the position histories and smoothed position his-

tories at the P494, P742, and P485 stations is shown in Figures 2-8, 2-11, and 2-14.

These were computed as the difference between the actual observed GPS trajectory

and a smoothed GPS trajectory. The smoother window was chosen to be 75 seconds.

The moving RMS for both the LC and L1L2 methods is most visible in the plots af-

ter the surface wave arrivals subside. The increase in the RMS in the east and north

components at approximately 200 seconds represents the surface wave arrivals at the

base station. Other smoother lengths and moving RMS spans also show a statistical

improvement with the application of the smoothed ionospheric model. The choice of

100-seconds and 75-seconds shown here is representative of a span longer than the

~ 10second period of the dynamics of the surface wave motion, and captures more

long-term variation in moving RMS.

The RMS difference between the moving RMS for the LC and L1L2 methods is

shown in Figs. 2.4, 2.4, and 2.4. The median LC moving RMS is greater by 1-3.5 mm

in the east and north components, and by 2-6.8 mm in the height component for P494,

P742, and P485. Plase plots and histograms of the moving RMS values are shown in

Figs. 2.4, 2.4, and 2.4. The histograms show the distribution of the RMS difference

between the LC and the L1L2 calculations. A positive median RMS difference is

shown for all three stations, in each of the east, north, and height directions.

The mean RMS difference between LC and L1L2 for all the components of each

GPS stations from 400-1000 seconds after the earthquake are shown in Table 2.2.

In this table it can be seen that applying the ionospheric filter reduced the moving
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RMS most in the height component, by approximately 4 mm. In the east and north

components, the mean reduction was 1.9 mm and 2.3 mm, respectively.

Stacks of the GPS position time histories for all 36 GPS stations in this study are

shown in Figures 2-17, 2-18, and 2-19 for the East, North and height components.

The wave form stacks in these figures show that GPS observations can be used to

compute surface wave speeds. S- and P-waves arrivals are computed using the PREM

model in Tau-P software (see Crotwell, et al., [39]). The P- and S-arrival times are

represented as vertical red lines in the figures, and the surface waves captured by

GPS arrive approximately 10-15 seconds after the predicted S-arrival.

It should be noted that the surface wave arrivals at the base station, P725 can be

seen in at all of the stations in each of the east, north and height stacks at roughly

220 seconds after the earthquake. This is a characteristic of computing the positions

of a network of roving GPS stations while holding the base station fixed. When the

surface waves arrive at a station which is held fixed in the calculation, the motion

of the fixed station becomes observable in the stations which have positions that are

allowed to vary.

Surface wave speeds computed by fitting a linear trend to the detection of the

waves in the GPS position histories is shown in Table 2.3. The surface wave speeds

are 3.97 km/s in the east component, 3.83 km/s in the north component, and 3.05

km/s in the height. These might strike the reader as high for surface waves, especially

for sedimentary basins like those near the Salton Sea. Tomographic studies of this

region, however, suggest Rayleigh and Love wave speeds of up to 4.0 km/s in the

region within 200 km of the Salton Sea, where the vast majority of the GPS stations

in this study are deployed (see Shapiro, et al., [41], and Sabra et al., [42]). Slower

surface speeds are predicted in these investigations, but in the Los Angeles basin, and

300 km to the northwest in the San Jaoquin valley, where we have used relatively few

GPS receivers.
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Position Time History Comparison for
GPS Station: P494, and Accelerometer: WES
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Figure 2-5: Integrated seismometer accelerations from the WES station compared
with GPS positions estimated frorm the P494 station. The black line represents posi-
tions computed from integrated accelerometer measurements. The blue line shows the
GPS position time history with the ionospheric delay computed using Eqn. 2.9. The
red line shows the GPS position time history with the ionospheric delay smoothed.

2.5 Conclusions

In this work the line of sight ionospheric delay computed from GPS phase observa-

tions was smoothed and removed from the phase measurements. The position noise

reductions shown here illustrate the necessity of accurately modeling the ionosphere

for computing GPS station positions in networks with baselines over 3 km in length.

The application of this technique resulted in a decreased station position noise in

both the horizontal and vertical components. The noise reduction was most visi-

ble in the vertical component of the GPS positions. GPS position time histories

showed agreement with nearby strong-motion sensors in the horizontal components.

Although the application of the smoothed ionospheric model decreased noise in the

GPS height measurements, GPS observations in the height components captured less

ground motion than the accelerometers. This is possibly due to the fact that vertical
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Position Time History Comparison for
GPS Station: P494, and Accelerometer: WES
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Figure 2-6: Zoom of earthqquake coda for the P494 GPS station and WES accelerome-

ter station. The black line represents positions computed from integrated accelerom-
eter measurements. The blue line shows the GPS position time history with the

ionospheric delay computed using Eqn.2.9. The red line shows the GPS position time

history with the ionospheric delay smoothed.

ground motions have amplitudes which are much closer to the noise variance of the

GPS positions in the vertical component.

The fact that arrival dynamics are much larger in magnitude in the horizontal

components than in the vertical illustrates the necessity of improving GPS observa-

tions in the vertical component. This is where room for further improvement of the

technique applied in this work still lies. To further decrease the noise in the verti-

cal component, one might suggest further decreasing the process noise applied in the

Kalman filter. Simply smoothing the ionospheric model without an informed selection

of Kalman filter process noise, however, can result in the removal of actual dynamics

of the ionosphere, which can then be injected into the computed GPS positions.

A subsequent step to this work could be the estimation of a local ionospheric

thin-screen model, which makes use of the line of sight estimates from each receiver-
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Position Time History Comparison for
GPS Station: P742, and Accel.: BZN
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Figure 2-7: Integrated seismometer accelerations from the BZN station compared with
GPS positions estimated from the P742 station. The black line represents positions
computed from integrated accelerometer measurements. The blue line shows the GPS
position time history with the ionospheric delay computed using Eqn. 2.9. The red
line shows the GPS position time history with the ionospheric delay smoothed.

to-satellite estimate of the ionospheric delay. In this way the ionospheric applied to the

phase observations of each receiver could be informed by that of its neighbors. This

could aid in the estimation of GPS phase ambiguities, which could in turn improve

positioning uncertainties. It would also provide an image of actual local ionospheric

dynamics.

The analysis of this network also shows the utility in using high-rate GPS data for

seismological observations. The wave form stack of station positions can be used to

estimate surface wave speeds, and GPS position time histories can capture much of

the horizontal motion observed by co-located accelerometers. Improvements are still

needed to refine GPS height observations to observe vertical motions. Accurately

modeling the ionospheric delay will be essential in this objective, especially as we
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100-second Moving Position Residual RMS for P494
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Figure 2-8: The 100-second moving RMS with respect to a smoothed position history

for both the LC and L1L2 position time histories, for the P494 station. In the all

three components the surface wave arrivals at P494 can be seen prior to 100 seconds,
and in the east and north components, the slight increase in the RMS at 220 seconds

represents the surface wave arrivals at the base station.

approach solar minimum, and the dynamics of the ionosphere become more quies-

cent. The technique applied here will be most applicable during periods of minimum

ionospheric activity because the noise from GPS measurements will be easier to iso-

late from variation in the ionosphere. This will make filtering the noise of the phase

observable without filtering actual ionospheric dynamics will be easier. Finally as the

GPS equipment improves and becomes more prevalent, techniques such as the one

applied in this work will become more useful in realizing the full scientific potential

of GPS.
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100-second RMS Difference in Moving RMS for P494
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Figure 2-9: RMS difference of between the LC and L1L2 moving RMS values plotted
in Fig. 2-8.
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Figure 2-10: Comparison of the difference in LC and L1L2 RMS differences for station
P494. The top three subfigures compare the LC RMS to the L1L2 MRS. The red line
is the 1:1 demarcation. Points plotted above the line indicate the L1L2 method had
a lower RMS than the LC method. The bottom three subfigures show a histogram
for the RMS difference between the moving RMS of LC and L1L2 for the east, north,
and height components.
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100-second Moving Position Residual RMS for P742
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Figure 2-11: The 100-second moving RMS with respect to a smoothed position history

for both the LC and L1L2 position time histories, for the P742 station. In the all

three components the surface wave arrivals at P742 can be seen prior to 100 seconds,

and in the east and north components, the slight increase in the RMS at 220 seconds

represents the surface wave arrivals at the base station.
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100-second RMS Difference in Moving RMS for P742
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Figure 2-12:
in Fig. 2-11.

RMS difference of between the LC and L1L2 moving RMS values plotted
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Figure 2-13: Comparison of the difference in LC and L1L2 RMS differences for station

P742. The top three subfigures compare the LC RMS to the L1L2 MRS. The red line

is the 1:1 demarcation. Points plotted above the line indicate the L1L2 method had

a lower RMS than the LC method. The bottom three subfigures show a histogram

for the RMS difference between the moving RMS of LC and L1L2 for the east, north,
and height components.
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100-second Moving Position Residual RMS for P485
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Figure 2-14: The 100-second moving RMS with respect to a smoothed position history

for both the LC and L1L2 position time histories, for the P485 station. In the all
three components the surface wave arrivals at P485 can be seen prior to 100 seconds,
and in the east and north components, the slight increase in the RMS at 220 seconds

represents the surface wave arrivals at the base station.
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100-second RMS Difference in Moving RMS for P485
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Figure 2-15:
in Fig. 2-14.

RMS difference of between the LC and L1L2 moving RMS values plotted
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Figure 2-16: Comparison of the difference in LC and L1L2 RMS differences for station

P485. The top three subfigures compare the LC RMS to the L1L2 MRS. The red line
is the 1:1 demarcation. Points plotted above the line indicate the L1L2 method had

a lower RMS than the LC method. The bottom three subfigures show a histogram

for the RMS difference between the moving RMS of LC and L1L2 for the east, north,
and height components.
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CRRS 2.08 1.87 4.28
GLRS 1.70 2.16 4.45
HNPS 2.19 2.90 5.90
IID2 1.46 2.43 4.68
P066 1.55 1.97 3.24
P300 2.50 2.12 4.43
P472 1.47 2.19 3.70
P473 1.75 2.24 3.61
P480 1.82 2.46 3.78
P481 1.56 1.93 2.91
P482 1.67 2.21 3.22
P483 1.68 2.11 2.23
P484 2.04 2.43 4.00
P485 1.91 2.66 4.27
P487 1.88 2.23 4.57
P488 2.11 2.55 3.93
P489 2.40 2.74 5.15
P491 1.92 2.81 5.40
P492 1.69 2.17 3.88
P494 1.72 2.33 3.44
P495 1.87 1.70 3.77
P496 1.69 2.28 4.17
P497 1.03 1.66 3.12
P498 1.99 2.45 3.81
P499 1.43 1.66 2.37
P500 1.42 1.76 3.39
P504 2.63 3.49 5.36
P507 1.70 2.20 3.26
P508 1.83 2.13 3.50
P553 1.69 1.82 3.68
P607 2.27 3.05 6.84
P742 1.88 2.49 6.21
P744 1.62 1.98 3.14

SLMS 2.01 1.95 4.49
USGC 1.96 2.80 3.67
WGPP 2.16 2.67 5.01

MEAN 1.84 2.29 4.08

Table 2.2: Mean RMS differences in millimeters
smoothed ionospheric model with a process noise
are the mean of the RMS differences from 400
earthquake.

between applying Eqn. 2.9 and the

of 5.0 x 10-6 TECU2 /epoch. These
seconds to 1000 seconds after the
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Station East Displacement Time History
Max Displacement: 551 MM

100 150 2
Seconds Past Event

250

Figure 2-17: Stack of normalized east displacements as a function of distance from
the estimated earthquake epicenter. Red vertical lines indicate the calculated P and
S wave arrival times calculated with the PREM model using Tau-P software. Green
"+" signs indicate the surface wave arrival time, and the dashed black line shows the
best fit of a line through these points. The slope of this line indicates the surface
arrival velocity was 3.97 km/s in the east component. Also it should be noted that at
roughly 220 seconds after the event the same wave form can be seen at each station,
which is representative of the surface wave arrivals at the base station P725.

Component East (km/s) North (km/s) Height (km/s)
Speed 3.97 3.84 3.05

Table 2.3: Surface wave speeds calculated from GPS trajectories. These were calcu-
lated by fitting a linear trend to the times at which the surface waves arrived at each
station.
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Station North Displacement Time History
Max Displacement: 474 MM
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Figure 2-18: Stack of normalized north displacements as a function of distance from
the estimated earthquake epicenter. Red vertical lines indicate the calculated P and
S wave arrival times calculated with the PREM model using Tau-P software. Green
"+" signs indicate the surface wave arrival time, and the dashed black line shows the
best fit of a line through these points. The slope of this line indicates the surface
arrival velocity was 3.84 km/s in the north component. Also it should be noted that
at roughly 220 seconds after the event the same wave form can be seen at each station,
which is representative of the surface wave arrivals at the base station P725.
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Figure 2-19: Stack of normalized height displacements as a function of distance from
the estimated earthquake epicenter. Red vertical lines indicate the calculated P and
S wave arrival times calculated with the PREM model using Tau-P software. Green
"+" signs indicate the surface wave arrival time, and the dashed black line shows the
best fit of a line through these points. The slope of this line indicates the surface
arrival velocity was 3.05 km/s in the height component. Also it should be noted
that at roughly 220 seconds after the event the same wave form can be seen at each
station, which is representative of the surface wave arrivals at the base station P725.
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Chapter 3

Effect of Ionospheric Modeling on

Airborne Gravimetry with Data

from NOAA Aircraft

3.1 Abstract

In this work, the effect of smoothing the contribution of the ionospheric delay on

GPS phase observables utilized in the kinematic GPS software "Track" is studied

with application to airborne gravimetry. The accuracy of airborne gravimetry relies

on the positioning quality of gravimeter measurements using GPS observables. The

noise in the treatment of the ionosphere for kinematic GPS can contribute up to 1

mGal of error for the final gravity solution (see Bruton [43]). Gravity profiles are

most sensitive to the height component of the aircraft position, and improvements in

lateral positioning result in better registration of gravity measurements to the surface

of Earth. Therefore, any improvements in the positioning of gravity measurements

will result in improved gravity products. Here, GPS phase measurements are utilized

both for precise aircraft positioning as well as in the calibration and estimation of

various offsets in gravimeter readings. Typically the ionosphere can represent up to

10s of meters of delay on the GPS pseudorange and phase observables, and depending

59



on how the ionospheric delay is treated, can inject noise on the order 3x that of the

GPS phase observables, or up to 9 mm, into the position calculation.

In this work the technique described was applied to GPS data collected for the

NOAA/NGS GRAV-D project. The purpose of the dataset presented here was the

calibration of the instrumentation and techniques used. It contains four reflights of the

same approximate latitude. These co-located trajectories were computed using the

Track software, which is the differential kinematic GPS software maintained at MIT

(see, e.g., Herring et al., [28]). Aircraft trajectories computed with Track were then

used to calibrate gravimeter measurements using the "Newton" software of the NOAA

NGS [44], and the resulting gravity profiles were compared in terms of repeatability.

A span of filter smoothing parameters were examined for both the filter applied to the

ionosphere and the low-pass filter used on gravimeter measurements. Application of

the ionospheric model affected GPS heights by up to 20 cm, and it was found that an

optimal selection of filter parameters resulted in an RMS improvement of 0.6 mGal

when applying the ionospheric model.

3.2 Introduction

The aim of this work is to improve airborne gravimetry through the application of an

ionospheric model in a kinematic differential GPS processing scheme. In differential

GPS, signals are differenced between receivers and spacecraft to counter a variety of

errors. This technique is most commonly used to cancel the effect of clock biases in

receivers and the spacecraft (see Leick, [22]). It is also utilized to cancel delays caused

by the neutral atmosphere and ionosphere (see Grewal [21]).

Differencing to cancel ionospheric and atmospheric effects works over short base-

lines, which are generally under 3 km. This is because receivers that are close to one

another record GPS signals that pass through relatively similar parts of the iono-

sphere and atmosphere. As the receivers are moved farther apart from one another,

they observe signals through different portions of the ionosphere and atmopshere, and

the assumption that its effect will cancel begins to break down (see Bruton, [45]).
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An example of the ionospheric profiles that were observed by the COSMIC space-

craft constellation on the day of the airborne survey studied in this work are shown in

Figure 3-1. The COSMIC constellation are a fleet of six spacecraft in low Earth orbit

that are equipped with GPS receivers. They record over 2000 radio occultations per

day and are useful for constructing global ionospheric maps (see Anthes, et al., [46]).

Fig. 3-1 illustrates some of the ionospheric variation which affects precise GPS

positioning over long baselines and long-duration data collections. The map shows

the point of closest approach of the occultation to the surface of Earth. Because the

GPS spacecraft, the COSMIC spacecraft, and the Earth are in motion, this point can

track for 1000s of km across the surface. The map shows large variations in the total

electron content (TEC) over North America, and over the 6 hour period in which the

flight takes place. The ionosphere typically has one or two peaks in TEC between

100 and 400 km see Bilitza [47]). The profiles show the TEC in TEC units (TECU);

1 TECU causes about 16 cm of line-of-sight delay on the GPS Li observable. The

large increases in the TEC at low altitudes are an artifact of the Abel inversion used

in their computation (see Hysell [48]).

This investigation focuses on the effect of the ionosphere on GPS phase observ-

ables. The ionosphere is a dispersive medium, which means its effect on electromag-

netic signals is frequency-dependent (see Klobuchar, [25], and Grewal et al., [49]).

The GPS Li and L2 frequencies are broadcast at 1575.42 MHz and 1227.60 MHz,

respectively. The difference in the GPS frequencies allows the calculation and re-

moval of the ionospheric contribution through the use of linear combinations of the

observables (see Herring et al., [28]). Generally an ionosphere-free linear combination

of the phase observables is used in the differencing scheme to cancel the effect of the

ionosphere. Because this relies on a combination of the observables, however, it in-

creases the noise in the quantities used to compute receiver positions in an RMS sum

sense by a factor of ~ 3, to approximately 9 mm. In this work, an ionospheric model

is proposed which filters the noise contribution of the GPS phase observables. This

can be seen in Figure 3-2. The power spectral density (PSD) of the phase residuals,

dL1 and dL2, are plotted along with the spectrum of the ionosphere-free linear com-
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bination of the phase residuals, dLl-dL2. The spectrum of the smoothed ionospheric

model, which has the lowest high-frequency power, is also shown.

1080
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Figure 3-1: Profiles of the ionosphere observed by the COSMIC constellation radio
occultations with GPS signals on 2012 DOY 365 during the flight period. The map
shows the point of closest approach, or the impact parameter, of the radio occultation,
which was smeared by spacecraft motion, and the Earth rotation. The vertical profiles
on the left show the TEC observed at the impact parameter as it moves away or
toward the Earth's surface which is dependent on the rising or setting geometry of
the spacecraft.

3.2.1 Airborne Gravimetry

Aircraft are used for gravimetry surveys when areas of coverage are large and/or

inaccessible by other means. The data studied in this project were gathered by the

National Oceanic and Atmospheric Administration (NOAA) as part of the Gravity

for the Redefinition of the American Vertical Datum (GRAV-D) project [44]. GRAV-

D is a survey of the geoid in the United States and its territories to aid in the

measurement of the height of the vertical datum to +2 cm. Data products from

this project will be used for landslide risk and floodplain mapping. These objectives

depend heavily on the quality of aircraft positioning, and specifically aircraft height

knowledge. To investigate a variety of kinematic GPS processing capabilities, NOAA

made a calibration dataset available to the kinematic GPS community in 2010 (see

Damiani, et al., [50]). The aircraft positioning requirements for the GRAV-D project
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Figure 3-2: The PSD of the GPS LI and L2 phase residuals, labeled dL and dL2
is plotted in blue and black, respectively. The PSD of the difference between the
phase residuals, dLl-dL2, is shown in green, and the PSD of the the ionospheric
model presented in this research is shown in red. The noise inherent in the linear
combination of the phase residuals, Ai 12 , is mitigated by using a Kalman filter with
a process noise of 1 x 10- 3 TECU 2/second. Here it can be seen that the power of the
spectrum is minimized for frequencies greater than 10-3 Hz.

are 30 cm in height, and 10 cm for horizontal component accuracy.

Aircraft are used in this survey because the area of coverage is large. Airborne

gravimetry also provides a level of spatial resolution between that of ground- and

space-based techniques. The resolution of space-based gravimetry is dependent on

the orbit altitude. The current gravity model produced with measurements from

the Gravity Recovery and Climate Experiment (GRACE) mission, which orbits at

approximatly a 500 km altitude, has a gridded resolution of ~ 100 km (see [51]).

This resolution is too coarse for the GRAV-D survey since the geoid can vary by 10

m (3 mGal in free air anomalies) at resolutions finer than 110 km (see Pavlis [52]).
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On airborne gravity surveys, the instrumentation generally consists of a gravime-

ter, a GPS receiver, and an inertial measurement unit (IMU). The aircraft moves

very fast compared with terrestrial or nautical surveys, and is subject to a variety of

effects which can degrade the fidelity of the estimated gravity field. The atmospheric

and ionospheric delay, multipath reflections and turbulence can degrade the GPS so-

lution. For the gravimeter measurements, aircraft motion is the dominant source of

error, which accelerations from differentiated GPS positions are used to correct [45].

Other gravimeter errors exist in the determination of the still reading in the case of

relative gravimeters, the drift rate, and the offlevel error inherent the stabilization of

the gravimeter platform (see Peters and Brozena [53]).

3.3 Methodology

The data processing steps for this work are shown in the flow diagram in Fig. 3-3.

We use the GPS phase observables in Track software to calculate the position of the

aircraft and, using a lever-arm, the position of the gravimeter. The GPS positions

are then differentiated to compute accelerations and used to calibrate gravimeter

measurements, as well as calculate several adjustments applied to the gravity mea-

surements, such as the Edtv6s correction, and the offlevel corrections. In the case of

the NOAA GRAV-D project, GPS measurements are coupled with IMU data to pro-

vide smooth trajectories in a differential GPS processing software of NOAA National

Geodetic Survey (NGS). It should be noted here that Track currently does not have

the capability of using IMU data, so measurements from the IMU are not used in

the Track solutions computed in this investigation. There are analyses presented of

the GPS-only Track solution compared with the GPS and IMU solutions computed

by the NOAA NGS. Track first computes a coarse position time history using GPS

pseudorange observables. Next, it searches for discontinuities in the widelane combi-

nations of the phase observables and assigns floating-point values to them. The phase

ambiguities are then fixed to integers, if possible, through the use the algorithm de-

scribed by Dong and Bock, [29]. A smoother is then applied to the final position time
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Figure 3-3: Workflow of the Track and Newton software for this project. First GPS
RINEX data are processed by Track, which estimates the aircraft trajectory and also
produces the residuals of the GPS phase observables. The filter which estimates and
smooths the ionospheric delay does so using the phase residuals. These line-of-sight
TEC values are then inputted into Track for a second run. The aircraft trajectory
from Track with and without the ionospheric model applied are then used along with
gravimeter data in Newton to compute gravity profiles.

history.

"Newton" is the airborne gravimetry software developed by the NOAA NGS (see

Damiani, et al., [44]). It is used to combine GPS and gravimeter data to produce

accurate gravity profiles. Newton applies calibrations and corrections to gravimeter

data in the calculation of the gravity profiles. Newton calculates the difference in po-

sition between the gravimeter and the GPS receiver, timing offsets between GPS and

gravimeter measurements, and an offlevel correction. The offlevel correction counters

the effect of incorrect gravimeter stabilization due to horizontal aircraft accelerations

(see Peters and Brozena [53]). After these corrections are applied, the gravimeter

data are filtered using a Hanning window, Newton computes free air disturbances

(FADs). This process is described in Sec. 3.5.

Accurate GPS positions are useful in this process for the calculation of the various
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offsets described above, and for determining the gravimeter still readings, which are

estimated using GPS measurements when the aircraft is at rest before and after the

flight. The position component with the largest effect on gravity profiles is the height

component, and any improvement to this measurement in terms of the magnitude

or short-period noise characteristics can have a positive impact on the final gravity

model. Finally, performance is characterized by comparing the co-located gravity pro-

files in terms of their residual RMS with respect to their mean, and their correlation.

They are also compared with the EGM08 gravity model.

3.4 Data Used for Airborne Gravimetry

The data used to study the application of the ionospheric model is a calibration

dataset which the NOAA NGS contracted. Data consisted of measurements from

GPS receivers, a gravimeter, and an IMU. The gravimeter was a Micro-g LaCoste

Turn-key Airborne Gravimeter System (TAGS) [54]. The laboratory precision of the

TAGS is 0.01 mGal (see, e.g., [55], [56]), and the data rate is 1 Hz. The IMU used

was an Applanix POS/AV, which operated at 10 Hz [57]. The IMU data were not

utilized in the computation of GPS positions and the application of the ionospheric

filter using the Track software.

The GPS receiver on the aircraft and at the base station were each NovAtel

DL4+ instruments, and logged measurements at 1 Hz. The aircraft receiver's antenna

was mounted on top of the fuselage. The flight studied for this work took off from

Rapid City Regional Aiport in South Dakota on December 30 2012, and flew four

repeating ground east-west tracks, at approximately 44 deg. Latitude, which were

each approximately 220 km long (see map in Fig 3-4), and two north-south tracks.

Only the east-west tracks were considered in this study. The aircraft used was a

Cessna Conquest, shown in Fig. 3-5, which was flown at a velocity of 120 m/s and an

altitude of 6000 m. The base station's receiver was positioned at the airport, about

500 m from the aircraft parking position. This flight took place from 07:09 to 14:17

local time on December 30 in 2012.
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Figure 3-4: Ground tracks flown by the aircraft in South Dakota. The airport, labeled

"BASE" is the Rapid City Regional Airport, which is where the base station for the

kinematic processing was deployed. The East-to-West tracks are approximately 220

km long.

Figure 3-5: Example of Cessna Conquest aircraft used in this study.
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3.5 Free Air Disturbance Profiles

The affect of applying the ionospheric model to the GPS data is assessed by a compar-

ison of "free air disturbances" (FAD) calculated by the Newton software. The FAD

is the measured gravity at altitude corrected with an approximation of the Earth's

normal gravity at the altitude of measurement (see Damiani, [58], and Preaux and

Damiani, [59]). Gravity disturbances are often corrected using a normal gravity

computed on the surface of the WGS84 ellipsoid, with a free air correction applied

to account for the measurement at altitude (see Heiskannen and Moritz, [60], and

Hackney and Featherstone, [61]). The FADs presented here incorporate the affect of

altitude by computing the normal gravity at the altitude of measurement through

the definition of an ellipsoid confocal with that of WGS84, but with axes defined so

that the ellipsoid intersects the aircraft altitude. This is described in the appendix

of Pavlis, et al., [52]. The confocal ellipsoid has an associated Somigliana-Pizzetti

gravity formulation which is used to compute the normal gravity (see Heiskannen

and Moritz, [60]).

To compute the FAD, Newton first calibrates the raw gravimeter beam velocity, b,

output for cross coupling, spring tension and scaling (see [44] and [56]). The corrected

beam velocity bcorr has units of milligals. The unfiltered full field gravity (FFG) is

given by:

gffg = bcorr - avert + CO - Cdrift + Ctie (3-1)

where avert is the vertical acceleration sensed caused by flight in a rotating reference

system, given as the vertical component of [44]:

d2r dr dw
a= +2wx-+---xr+wxxr (3.2)

dt2  dt dt

Eqn. 3.2 describes the kinematic vertical acceleration, d, as well as the Edtv6s

correction described by Harlan, which is in the vertical components of the second

and fourth terms [62]. The offlevel correction, co is required for misalignment of the

gravimeter with the local vertical, which can cause aircraft motion to be mapped into
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the gravity reading. The correction applied is given by Peters and Brozena as [53]:

co = + (ax,meter + ai'meter) - (,GPS + aGPS) -1c (3.3)

where gioc is an approximate measure of the local gravity. The cross-track and along-

track accelerations sensed by the gravimeter are a2'meter and a2meter. Those computed

from differentiation of GPS positions are a2,GPS and a ,GP. The GPS positioning

solution is used in the calculation of Eqns. 3.2 and 3.3. For the velocities and ac-

celerations required in these calculations the GPS positions are differentiated and

smoothed with a Chebyshev filter.

The drift and tie corrections are Cdrift, and Ctie, respectively. The meter drift is

computed by linearly interpolating between gravimeter readings when the aircraft is

stationary at the same location before and after the flight. The tie value Ctie recorded

with an absolute gravity meter at the exact spot the aircraft will be parked in prior

to starting the flight. Next, Newton smooths the gravity profile using a Hanning

window:

9FFG = gfg * WHanning(t) (3.4)

Final gravity profiles are subject to the choice of filter parameters used in the

computation of the GPS trajectory and in the smoothing of the gravimeter output.

NOAA NGS best-practices have determined that a Hanning filter length of 120 sec-

onds produces optimal gravity profiles in spread and repeatability statistics. In this

work, the Hanning filter length was varied from 15 seconds to 300 seconds, in incre-

ments of 15 seconds.

Airborne gravimetry depends heavily on low-pass filtering due to the high fre-

quency noise of gravimeters and the long-wavelength nature of the gravity signal (see

Childers, et al., [63], and Brozena, et al., [64]). The Newton software typically ap-

plies a 120-second Gaussian window low-pass filter three times to the full field gravity.

This was changed to a Hanning window, shown in Fig. 3-6, because of its better cut-

off characteristics compared to the Gaussian window. The power spectra of various

smoothing windows are shown in Fig. 3-7. Here it can be seen that the x3-Hanning
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filter diminishes power for frequencies roughly 0.015 Hz lower than the Gaussian filter

applied three times.

Figure 3-8 shows the progression from raw gravimeter output to the FFG for the

third east-to-west ground track. The "raw" gravity in the top axes in Fig. 3-8(a)

is the measured beam velocity from the gravimeter corrected for spring tension and

cross coupling biases, converted to Gals. Accelerations calculated from differentiating

the GPS positions are shown in Figs. 3-9(a) through (c). Accelerations measured with

an IMU mounted to the gravimeter are shown in Figs. 3-9(d) and (e). GPS-derived

and IMU accelerations are used to calculate the offievel correction with Eqn. 3.3,

which is shown in Figure 3-8(b). A magnification of the offlevel correction is shown

in Fig. 3-10, because its magnitude is - 3 orders of magnitude smaller than the other

accelerations shown in Fig. 3-8. GPS measurements are also used in the calculation

of the E6tv6s correction, shown in Fig. 3-8(c). Fig. 3-8(d) shows the unfiltered FFG,

which is the "raw" gravity with the E6tvds and offlevel corrections applied.

Finally, the unfiltered FFG is convolved with a 120-second Hanning window to

produce the filtered FFG in the bottom axis of Fig. 3-8(e). It can be seen that the

gravity signal becomes visible after filtering, but the degree to which gravimeter noise

is smoothed is subject to the interpretation of what the gravity signal is for a given

terrain. Childers et al. suggest that the smallest gravity signal sensed is - 1.5 to 3x

the aircraft altitude, depending on airspeed, turbulence, and variation in the actual

gravity signal. In the case of this investigation the aircraft altitude is 6 km [63]. Since

the aircraft is flying at 120 m/s, 100 seconds in Fig. 3-8 represents approximately 12

km. The RMS of the full field gravity with its mean removed is 1300 mGal, and 4

mGal after the Hanning window is applied three times. the effect of the low-pass

filter on the gravimeter output is shown in Fig. 3-8. Here it can be seen that applying

the filters more than once decreases the amplitude of the approximately 100-second

oscillation in the gravity signal.

Figure 3-12 shows the effect the choice of the Hanning filter length used on the

gravimeter measurements has on gravity profiles. The Hanning filter length must be

chosen so that the noise from the gravimeter is minimized with respect to the actual
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gravity signal, without smoothing out real variations in the gravity. Figure 3-13 shows

the RMS of the repeat ground tracks in this study with respect to the mean ground

track as the Hanning filter length is varied.

The choice of low-pass filter length must remove as much noise from the FFG

while still allowing the gravity signal to be observed. In Fig. 3-13, it can be seen that

at approximately 120 seconds, the RMS of the repeat ground tracks with respect to

their mean has flattened, which suggests a low-pass window length of 120 seconds is

possibly the shortest filter length before the gravimeter noise begins to dominate the

solution.

The last step in the computation of the FAD profile is the subtraction of the

normal gravity computed on a confocal ellipsoid which intersects the aircraft height:

9FAD = 9FFG - 7h (3.5)

where Yh is the normal gravity described in Pavlis et al., [52].

The process noise value used in the Kalman Filter applied to the ionosphere line-

of-sight delay in the computation of GPS positions should be chosen based on the

actual variation in the ionosphere from one measurement epoch to the next. The

effect of the choice of process noise on the GPS height is shown in Fig. 3-15. Here it

can be seen that the largest process noise value results in a position time history with

the greatest short-term variation, and by using smaller values of process noise, the

variations in the height time history become smoother. Choosing an optimal value

for the process noise will result in an ionospheric model which correctly reflects the

difference in ionospheric delays between the aircraft and base station receivers, while

minimizing the amount of noise from the observables which eventually communicates

through to the height time history. Subsequent examples of gravity profiles shown

here were composted using a process noise of 1 x 10' TECU 2 /s, and a Hanning filter

length of 120 s.

The heights of the various GPS trajectories compared in the analysis of this work

are shown in Fig. 3-14. Here the LC solution is the Track solution which treats the
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ionosphere through the use of a linear combination of the phase observable. The L1L2

solution is that which utilizes the smoothed estimate of the line-of-sight ionospheric

delay applied. The NGS trajectory is that computed by the NOAA NGS using both

GPS and IMU data, and the "NGS NOIMU" solution is the NGS solution computed

with only GPS data.
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0.014 -Hanning x 3

0.012 Gaussian x 3
0.012-

0.008
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0.004-
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Figure 3-6: The 120-second Hanning window applied to the FFG. The shape of the
Hanning window is shown here as if it were applied to the data once, twice and three
times, as well as compared to a 120-second Gaussian window applied three times.
The peak narrows and the tails diminish as the window is applied more than once.

3.6 Gravity Results

In Fig. 3-16, it can be seen that all four methods show the same general trend in free air

disturbance from West to East, where the gravity signal increases from approximately

-30 mGal and increases by approximately 20 mGal at an approximate longitude of

259.9 deg. The general trend of the gravity profiles agrees with the trend of the

EGM08 field computed along these profiles, but the EGM08 profiles are 3-7 mGal

less in magnitude than the measured gravity profiles.

In Figure 3-16, there are four profiles plotted for EGM08, which is indicative of the

aircraft flying a slightly different latitude for each profile. The maximum cross-track
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Figure 3-7: The power spectra of the Hanning window applied once, twice and three

times, as well as the Gaussian window applied three times. Here it can be seen

that the Hanning window diminished power for the frequencies above 40 Hz, and the

Gaussian window's slope shallows around 100 Hz.

difference between the profiles was 100 m. The mean gravity profile for each of the

LC, L1L2, NGS GPS-INS and NGS GPS-only trajectories is shown in Fig. 3-17. The

profiles were corrected to a mean latitude, which are shown in Figs. 3-18 and 3-19.

The residuals of the four west-east spans with respect to the mean profiles are shown

in Figs. 3-20 and 3-21, with their RMS values. Here it can be seen that maximum

differences of all four spans with their respective mean are about 6 mGal. The RMS

of these differences for each profile are shown in Table 3.1.

When filtering the ionosphere with a process noise of 1 x 10-3 TECU2/s, and, when

using a Hanning filter length of 120 seconds, RMS difference from the LC solution is

0.6 mGal. The RMS difference of the L1L2 solution with the NGS solution is 0.43

mGal when GPS and inertial measurements are used, and the RMS difference with

the NGS GPS-only solution is 0.45 mGal. The differences of the individual profiles

shown in Fig. 3-20 with the mean profile calculated with the LC solution are shown

in Fig. 3-22, where it can be seen that the four mean profiles differ from one another

on the order of 0.5 mGal.
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Figure 3-8: Steps in the process of calculating the filtered FFG. Axis (b) shows an

example of raw gravimeter data corrected for spring constant and cross correlation

biases in the upper axis. Axis (b) shows the offievel correction which accounts for the

misalignment of the gravimeter with the local vertical, calculated with Eq. 3.3. The

offievel correction is on the order of ~' 3 orders of magnitude smaller than the other

accelerations shown here, and a magnification is shown in Fig. 3-10. Axis (c) shows

this Edtvds correction. The unfiltered full field gravity is plotted on axis (d); this

quantity is the raw gravity with the Ebtv6s and offievel corrections applied. The 120

second-filtered full field gravity is plotted on axis (e), with the mean of 9.78663x1i05
mGal removed.
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Figure 3-9: Accelerations calculated form GPS positions and observed with IMU
measurements. Axes (a) through (c) are the GPS along-track, cross-track and vertical
accelerations. Axes (d) and (e) are the along-track and cross-track accelerations
measured with an IMU mounted on the gravimeter platform.

The mean of the difference between each east-west profile and the EGMO8 field

calculated along each profile is shown in Table 3.2. These differences range from 3

to 7 mGal, and the differences among the four GPS trajectories' results vary from

one another by approximately of 0.01 to 0.1 mGal. There is a much starker contrast

between profiles 1 and 2 and profiles 3 and 4. Profiles 1 and 2 differ with EGMO8 by
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Figure 3-10: The offlevel correction computed using equation 3.3, and the GPS

and IMU accelerations shown in Fig. 3-9, which calculates the misalignment of the

gravimeter measurement with the local vertical.

3-4 mGal, and profiles 3 and 4 differ from EGM08 by 6-7 mGal. These are on the

order of the error of the EGM08 field for this region [52].

There are several possible causes for the difference between the EGM08 field and

the gravity profiles computed here. EGM08 is the product of the synthesis of a variety

of data types from spacecraft orbits, airborne gravity, altimetry, and terrestrial and

oceanic surveys. Also EGM08 has a block size of 9 km at the equator (see Pavlis

et al., [52]). While Fig. 3-16 shows that the gravity profiles computed with Newton

are internally consistent with one another, and their residual RMS with respect to

the mean of the four profiles is 2-3 mGal, there still could be inaccuracies in the

estimation of the gravimeter still readings, and drift rate. On the other hand, if this

is a region where EGM08 data coverage was more sparse than the data in this survey,

the aircraft in this survey could have recorded more signal than is present in EGM08.
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Figure 3-11: The power spectra of the unfiltered and filtered full field gravity profiles

shown in Fig. 3-8. The black spectrum shows the highest power as it was computed

from the unfiltered FFG. The red spectrum was computed from the full field gravity

after a 120 second Hanning window was applied three times.

Next performance was mapped over a span of ionosphere Kalman filter process

noise values and the Newton software's Hanning filter length values. Figure 3-23 is a

contour plot of the RMS difference between the LC and L1L2 solutions between the

RMS values of the four gravity profiles with their respective mean. In this representa-

tion, it can be seen that a local minimum occurs at approximately 1 x 10 3 TECU 2 /s

and a Hanning filter length of 120 seconds, and is marked by a white dot in Fig. 3-23.

In this region the gravity profiles computed with L1L2 solution with the ionospheric

model applied has a lower total RMS than the gravity profiles computed with the

LC solution. It can also be seen that a trough exists for Hanning filter lengths from

90-300 seconds between approximately 1 x 10- TECU 2 /s and 1 TECU2 /s. Although

the trough extends through very long Hanning filter lengths (up to 300 seconds), the
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profiles with respect to their

use of such long filter lengths removes much of the gravity signal. Although Fig. 3-23

shows a lower RMS of the solution in which the ionosphere was applied for these

lengths, it is not necessarily indicative of a useable gravity solution for both the iono-

spheric model solution or the standard linear combination (LC) solution. A metric

was added to redden the short Hanning filter length portion of the plot because even
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Figure 3-14: Differences in height with the LC solution heights. Red is the difference
of the L1L2 heights with the LC heights. Blue shows the NOAA NGS NGS solution
differences, which makes use of both GPS and IMU data. Here the LC solution is the
Track solution which treats the ionosphere through the use of a linear combination of
the phase observable. The L1L2 solution is that which utilizes the smoothed estimate
of the line-of-sight ionospheric delay applied. The NGS trajectory is that computed
by the NOAA NGS using both GPS and IMU data, and the "NGS NOIMU" solution
is the NGS solution computed with only GPS data.

though the L1L2 solution has a lower RMS in this region, the gravity profile itself is

not useful, since the total RMS is large (refer to Fig. 3-13).

The contour plots shown in Figs. 3-24 and 3-25 show the RMS difference com-

paring the gravity computed using the L1L2 trajectory to those computed using the

NGS software. Fig. 3-24 is comparing the L1L2 solution to the NGS solution which

makes use of both GPS and IMU data, and Fig. 3-25 compares L1L2 to the NGS

solution that uses only GPS data. The contribution of the increasing RMS due to

short Hanning filter lengths is represented here by the vertical red region on the left

side of the plot.

In Figs.3-24 it can be seen that the L1L2 solution has a lower RMS than the

NGS GPS-INS solution for Hanning filter lengths less than 100 seconds. There is a
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Figure 3-15: Effect of choice of Kalman filter process noise on the smoothness of GPS-
computed heights in Track software for the stationary portion of the flight before the
aircraft began its taxi.
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Figure 3-16: Free air disturbance profiles for various GPS processing techniques.

slight deviation from this for ionosphere filter process noise values between 1 x 10-4

TECU2 /s and 0.1 TECU 2 /s, in which longer Hanning window lengths will still result

in a lower repeat RMS with the Track L1L2 solution than with the NGS GPS-INS
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Figure 3-17: Mean of FAD profiles for various GPS processing techniques.
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Figure 3-18: Latitude-corrected FAD profiles. The single EGM08 profile here is the
mean of the EGM08 profiles in Fig. 3-16. The profiles for the various other processing
techniques were corrected to this latitude.

solution. In Fig. 3-25, it can be that the Track L1L2 solution has a lower RMS than

the NGS GPS-only for a much larger span of Hanning window lengths and ionosphere

filter process noise values. A similar trough to that shown in Fig. 3-23 appears.
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Figure 3-19: Latitude-corrected FAD profiles. The single EGM08 profile here is the
mean of the EGM08 profiles in Fig. 3-16, and is the same in all four axes.

3.7 Conclusions

The technique of computing and smoothing an ionospheric model, and applying it to

GPS data in a double-differencing scenario can improve the trajectory computed by

improving its noise characteristics. This is a useful technique as long as the level of

filtering applied to the ionospheric model is judiciously chosen to remove measurement

noise caused by the GPS phase observables, but does not remove actual ionospheric

variations. It was for this reason that a range of process noise values was explored

for this research. In some cases, the application of the ionospheric model resulted in

gravity profiles which had a smaller residual RMS than traditional double-differencing

and NGS techniques. Conversely, there are combinations of ionospheric and gravity

smoothing parameters which resulted in the technique performing worse than others,
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Figure 3-20: Plot of residuals of FAD profiles with respect to the mean profile for all
four GPS trajectories.

Run Profile 1 Profile 2 Profile 31 Profile 4 .
West to East East to West West to East jEast to West

LC 2.20 2.78 2.10 2.71
L1L2 2.09 2.83 1.95 2.65
NGS 2.12 2.89 1.92 2.68

NGS NO IMU 2.17 2.83 2.05 2.71

Table 3.1: The RMS of the difference between each gravity profile and the mean
profile computed using the LC, L1L2, and NGS trajectories.

or which produce lower-quality gravity results.

The span of process noise for which the application of the ionospheric modeling

technique appears most useful is for process noise values between approximately 1 x

i0-3 TECU2 /s and 1 TECU 2 /s, with a gravity filter length between 90 and 120

seconds. This region in Fig. 3-24 suggests that with this choice of parameters, using

a smoothed ionospheric model can have the greatest effect to produce gravity profiles

which are the most self-consistent. For ionospheric filter process noise values smaller

than 1 x i0-3 TECU2 /s, actual ionospheric variation may be smoothed through, which

could be the reason for the increased RMS in that region, resulting in gravity profiles

which are less self-consistent. When the process noise value is larger than 1 TECU2 /s,

more noise from the GPS phase observables is allowed into the computation of the
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Figure 3-21: Plot of residuals of FAD profiles with respect to the mean profile for all

four GPS trajectories, split on four axes for each of the GPS processing methods.
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Figure 3-22: Mean of profiles differenced with the mean LC profile.
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Run Profile 1 Profile 2 Profile 3 Profile 4
West to East East to West West to East East to West

LC 4.14 3.00 6.07 6.99
L1L2 4.25 2.99 5.98 6.92
NGS 4.46 2.99 5.98 7.01

NGS NO IMU 4.18 2.99 6.06 7.04

Table 3.2: Mean differences
for each profile.

between each processing method's FAD the EGM08 field
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Figure 3-23: Free air disturbance RMS difference between the LC and L1L2 solutions
computed using various filter lengths and ionosphere filter process noise values, with
a metric added for short Hanning filter lengths. Red areas indicate process noise and
Hanning filter length combinations which result in the LC solution having a lower
RMS than the L1L2 solution. Blue regions are where the L1L2 solution has a lower
RMS. A metric was added to redden the short Hanning filter length portion of the
plot because even though the L1L2 solution has a lower RMS in this region, the
gravity profile itself is not useful, since the total RMS is large (refer to Fig. 3-13).
The minimum of this contour map is marked by a white dot at a Hanning window

length of 120 seconds, and a inonsphere filter process noise of 1 x 10 3 TECU2 /s.

GPS trajectory, which in turn can result in less-reliable gravity. For the span of
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Figure 3-24: Free air disturbance RMS difference between the NGS GPS-INS solution

and the L1L2 solution.

Hanning filter lengths between 30-75 seconds, the residual RMS is very high (shown

in Fig. 3-13), due to the large RMS of repeat gravity profiles compared in that region.

When the gravity filter length is longer than 150 seconds, we see no improvement in

residual RMS, and are likely filtering through gravity signal. The optimal selection

of process noise and Hanning filter length investigated here was 1 x 10-3 TECU 2 /s

and 120 seconds, which resulted in the L1L2 solution having RMS difference of 0.6

mGal with the LC solution.

The region for which the ionospheric technique had a lower gravity profile residual

RMS than previous techniques is also indicative of the ionospheric variations observed

by the GPS receivers, and possibly the effect of using GPS data from an aircraft over

long baselines. The "optimal" performance regions shown in the contour plots above

will likely not be the same across all investigations. Local ionospheric variations, as

well as differences in equipment and the data rate of the GPS receivers can cause the
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Figure 3-25: Free air disturbance RMS difference the NGS solution (using only GPS
data) and the L1L2 solution.

need for a different selection of process noise. For this reason, it is recommended that

a similar investigation of various levels of process noise and Hanning filter length be

conducted if this technique is to be applied in the future.

The gravity repeatability was examined over a wide range of filter settings. In

this process, we were able to arrive at a Hanning window length and Kalman filter

process noise which produced a maximum RMS improvement when comparing the

Track L1L2 to the Track LC gravity solutions. Operators may not always have the

luxury of repeat tracks to arrive at an optimal choice of filter parameters, however.

One way to help quantify the magnitude of the Kalman filter process noise is by

examining the spectra of the GPS phase observables for the frequency at which noise

dominates, as is shown in Fig. 3-2. In terms of setting the Hanning window filter

length, the metric given by Childers et al. provides a starting point: that the shortest

observable gravity wavelength is given by the height of the aircraft [63].

The application of a smoothed ionospheric model to GPS phase observables here

has produced a lower residual RMS for repeat-profile measurement for this aircraft
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configuration and geographic area. A local minimum of optimal performance with

respect to the choice of gravity and ionosphere filter parameters was observed when

comparing RMS statistics to other GPS techniques. This could indicate that using an

ionospheric model with the GPS noise largely smoothed could have a positive effect

on future gravity surveys. Increased GPS and gravimeter sensitivity could rely on

the correct modeling of ionospheric effects to realize their full benefit. In addition, as

the NOAA GRAV-D project progresses, the ionospheric conditions will become more

quiescent as we approach solar minimum. As a result the technique presented here

will be of increased benefit, since the GPS phase noise will be easier to isolate from

the variation in the ionosphere.

Additional steps forward include: 1) the study of the performance of this technique

at the polar and equatorial latitudes. 2) analysis of the ionospheric model through

solar maximum. 3) the combination of IMU and GPS data with an ionospheric model

applied to realize the full benefit of instrumentation and technique. 4) the study of

this technique applied to various aircraft configurations (different airframes, altitudes,

and airspeeds). Table 3.3 details some other aircraft used by NOAA for the collection

of GRAV-D data.

Table 3.3: Platforms used for airborne gravimetry by NOAA for the GRAV-D project.
Aircraft Cessna Cessna Lockheed 1 Aero Turbo

Citation 208 P-3 Orion Commander

Altitude (m) 11000 1000 2500 <5000
Speed (m/s) 145 75 211 91

Mass (kg) 4000-6600 4000 51000-61000 3000
GPS rate (Hz) 1 10 2 1

Along-Track Horiz. Resolution (E) 600 320 400 360
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Chapter 4

Orbit Determination of the Dawn

Spacecraft with Image Constraints

using GEODYN

4.1 Abstract

The orbit of the Dawn spacecraft around asteroid 4 Vesta has been reconstructed

using radiometric measurements and image constraints using NASA GSFC's GEO-

DYN software. Image constraints are introduced as a new measurement type for

GEODYN because they constrain the orbit in the along- and cross-track directions,

while radiometric measurements provide a stronger constraint in the radial direction.

High-quality orbit knowledge for interplanetary spacecraft is required for geophysical

analysis and geographical registration of data. Image constraints are available when-

ever two image footprints on the surface overlap. The measurement uncertainty of

images is limited by pixel scale, which in the case of the Dawn mission, ranges from 50

m/pixel to 150 m/pixel. The image constraint residual RMS is less than 0.5 pixels for

all mission phases. Radiometric residual RMS spanned 0.07 - 0.44 mm/s for Doppler,

and 0.7 - 1.5 m for range measurements. Radiometric and image constraint residual

RMS values are comparable to those reported by the Dawn Science Team. Improve-
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ments as a result of using image constraints are largest in the along- and cross-track

directions during the Survey phase of the mission during this period. Agreement

between our orbit reconstruction and the trajectory archived by the Dawn Gravity

Science Team improves from several kilometers with radiometric measurements only

to hundreds of meters when image constraints are included.

4.2 Introduction

Planetary missions rely on high-quality orbit knowledge of spacecraft for reference

frame definition, geophysical analyses, and the registration of geographical datasets

to the surface of the body being studied. Spacecraft trajectories are utilized to de-

termine the center of mass and moments of inertia of the body, which are used to

define the pole and reference frame used to register datasets to the surface. As such,

improvements in orbit quality can benefit the science derived from high-resolution

datasets. Also, precise spacecraft trajectories can be considered a scientific product

themselves, since they are needed to estimate the gravity field, which yields insight

into the internal structure, which bears on the formation and evolution of the body

(see Ermakov et al. [65]).

Precision orbit determination (POD) is typically carried out using radiometric

Doppler and range measurements, which can only be acquired when the spacecraft

is visible from ground tracking stations. Radiometric measurements are also subject

to the scheduling of availability of the Deep Space Network (DSN) or other tracking

stations, which typically support many missions simultaneously. Orbits computed

using radiometric Doppler and range observations have the lowest position uncertainty

in the radial orbit component, while the uncertainty associated with the along- and

cross-track components is typically an order of magnitude greater (see Mazarico et

al. [66]).

Use of additional orbit constraints can improve the solution accuracy in ways that

complement radiometric measurements. Examples of measurements used in addition

to radiometric Doppler and range are laser altimetric crossovers, Earth-to-spacecraft
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laser ranging, GPS position updates, spacecraft-to-spacecraft ranging, and optical

observation from ground-based telescopes. Laser altimetry crossovers have been used

on the Mars Global Surveyor (MGS), and the Lunar Reconnaissance Orbiter (LRO)

missions at the Mars and the Moon, respectively (see Mazarico et al. [67], Rowlands

et al. [68], and Lemoine et al. [69]). Crossovers occur most often at high lati-

tudes for spacecraft in polar orbits, and constrain the orbits mostly in the radial and

cross-track directions. Another example of how standard DSN measurements can be

complemented was with the use of radiometric range-rate measurements between two

spacecraft in formation. The technique of measuring the range and range rate between

two spacecraft to improve orbit determination was used on the GRACE, SELENE,

and GRAIL missions at Earth and the Moon (see Tapley et al. [70], Goosens et al.

[71], and Zuber et al. [72]). GRACE utilized spacecraft-to-spacecraft measurements

in Earth orbit and was able to measure seasonal and tidal gravitational variations.

For SELENE and GRAIL this technique was crucial because direct ground-based ra-

diometric measurements can never be acquired on the lunar farside due to the Moon's

synchronous rotation.

Optical orbit determination methods can be characterized in terms of passive

and active techniques. Passive techniques involve the optical observation of non-

cooperative objects in space, such as small asteroids or space debris. These orbit

determination (OD) techniques rely on the measurement of the azimuth and elevation

of an object from the point of view of a ground based telescope, along with the

variation of magnitude of light reflected from the object (see Bloch et al. [73], and

DeMars et al. [74]). "Active orbit determination" refers to OD using cooperative

spacecraft, such as those specially designed for ground-based tracking or those which

can be commanded from the ground to return data relevant to orbit determination.

These techniques include ranging with ground-based lasers to a spacecraft, or when a

spacecraft is commanded to collect optical data such as images or laser ranging data.

Active laser ranging methods include laser ranging from a ground station on Earth

to spacecraft orbiting Earth, as was demonstrated with the LAGEOS spacecraft (see

Bianco et al. [75]), and a technique that has been developed with the LRO spacecraft
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orbiting the Moon (see Zuber et al. [76]). While this approach cannot be used when

LRO orbits above the lunar farside, orbit determination with Earth-based lasers can

provide tracking when radiometric tracking stations are unavailable.

Images from spacecraft have been used to improve orbit knowledge on the Near

Earth Asteroid Rendezvous (NEAR) and Hayabusa missions, among others (see

Konopliv et al. [77], and Gaskell et al. [78]). These constraints are critical in weak,

non-uniform gravity environments. For this reason, image constraints were planned to

be used along with radiometric observations as part of the orbit determination effort

with Dawn (see Raymond et al. [79], and Konopliv et al. [80]). When of sufficient

quality, the orbital constraints from images are important for interplanetary missions

on which radiometric tracking is intermittent, and the magnitude of the radiometric

noise varies. They also aid in the estimation of non-conservative forces such as solar

radiation pressure, which can be a dominant error source for missions to small bodies

such as Ceres and Vesta. The effect of solar radiation pressure on the Dawn spacecraft

is substantial because of the low mass-to-area ratio of the spacecraft; as detailed by

Thomas et al. [81], over 70% of the surface area of the spacecraft is contributed by

the 19.7-m-long solar array span.

The use of image constraints is applicable for spacecraft that have cameras that can

offer a pixel scale on the surface of the planetary body comparable to or better than

the level of uncertainty of other measurements useful for OD. In addition to Dawn,

these include spacecraft such as the Mars Reconnaissance Orbiter (MRO), LRO,

NEAR, Hayabusa, and the Origins Spectral Interpretation Resource Identification

Security Regolith Explorer (OSIRIS-REx) (see Table 4.1). The pixel scale varies

with the spacecraft altitude and velocity with respect to the planetary body. This

technique has been employed on the NEAR and Dawn missions, but was carried out

with MIRAGE, the orbit determination software of JPL (see Moyer [16] and Konopliv

[14]).

This work describes the first use of image constraints for orbit determination with

the GEODYN II software (see Pavlis, et al. [10]). GEODYN is the orbit determina-

tion and geodetic parameter estimation software of NASA Goddard Space flight Cen-
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Spacecraft Target Body Imaging Pixel Scale
(approximate radii) Instrument (m/pixel)

MRO Mars (3400 km) Height Resolution Imaging 0.5 [82]
Science Experiment (HiRISE)

LRO Moon (1737 km) Lunar Reconnaissance 0.5 [83]
Oribter Camera (LROC)

OSIRIS-REx 101955 Bennu (266 m) OSIRIS-REx 0.25 [84]
Camera Suite (OCAMS)

Hayabusa Itokawa (260 m) Asteroid Multiband 0.1-2 [85]
Imaging Camera (AMICA)

NEAR 433 Eros (16 km) Multispectral Imager 6 [78]
Dawn Vesta (265 km) and Framing Cameras 50-150

Ceres (460 km)

Table 4.1: Spacecraft for which orbit determination using image data could be or has
been utilized.

ter and is maintained by Stinger Ghaffarian Technologies, Inc. GEODYN iteratively

integrates the trajectory of a spacecraft and fits estimated parameters to minimize the

residuals between computed and measured observations. The orbit integrator uses

Cowell's method, which was first documented by Cowell and Crommelin to predict

the orbit of Halley's Comet [15], and is described by Brouwer and Clemence [86].

The effects of the gravitation of the Earth, Moon, Sun and planets, solar radiation

pressure, and, when applicable, tidal gravitation and atmospheric drag are modeled

by GEODYN. Relativistic corrections on time and range delays are also included, and

are detailed by Moyer in [87] and [88]. A Bayesian least squares approach is used to

incorporate various measurement types into the orbit solution. Recent missions for

which GEODYN was used for orbit determination and geodesy are GRAIL [89], LRO

[67], MRO [90] and MESSENGER [91].

In this paper, we define the new image constraint measurement type, describe

the orbit determination methodology as applied to the Dawn spacecraft at asteroid 4

Vesta, and, finally quantify and analyze the performance of our new optical technique.
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Figure 4-1: Schematic of the vectors used to define the image constraint.

4.3 Image Constraint Definition

The landmark data used in this work are a byproduct of the stereo-photoclinometry

(SPC) work performed by Robert Gaskell at the Planetary Science Institute to create

the Vesta shape model [92]. Repeatedly-imaged surface features are identified in the

available images and measured in terms of pixel locations. The observation geometry

is then used to constrain their 3-dimensional position. The measured line/sample

values are the landmark data used for orbit determination by the Dawn Science

Team (see Konopliv, et al. [14]), whereby the misfits with the computed values

given the modeled trajectory are minimized. This landmark data type relies on a

good a priori shape model, because the spacecraft trajectory will be modified so that

the pixel locations match the pixel measurements, which are not dependent on the

orbit, landmark position, or camera pointing errors. On the other hand, the image

constraints are a differential measurement type, and are largely insensitive to errors in

planetary orientation model and landmark position. They can thus be well-adapted

to early mission operations. The image constraint inputs to GEODYN are the pixel

coordinates of selected landmarks identified in image pairs. Figure 4-2 shows an

example of two Dawn Framing Camera images that have overlapping footprints.
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Figure 4-2: Excerpts from Dawn Framing Camera images FC21A0024464 (left) and

FC21A0026765 (right), which have overlapping footprints. The images were acquired

on 4 Apr 2012 22:13:43.414 UTC and 26 April 2012 23:14:21.595 UTC, and their
resolutions are 21 m/pixel and 22 m/pixel respectively. The spacecraft altitude was

227 km and 233 km, respectively.

The unit vector pointing from the spacecraft to the landmark is rotated from the

camera frame to the spacecraft frame, and to the Vesta-fixed frame to give the vectors

ir1 and jr2 , shown in Figure 4-1. The image constraint residual d is the minimum

distance between i1 and #'2 and is defined by:

d = (P1 - P2 )T - i X -2(41

where P1 and P2 are the position of the spacecraft at times t1 and t 2 . In theory, d

should be zero, but it is not due to errors in the spacecraft position, attitude, camera

pointing, focal length and distortion. GEODYN has been modified to minimize d by

updating the spacecraft position at times ti and t2 , as well as the spacecraft attitude,

camera model and planetary orientation parameters. The camera model used to

compute the vectors from the camera to the landmark starting with pixel coordinates

includes radial, "tip," and "tilt" distortion parameters. Radial distortion refers to

distortion of pixels dependent on their distance from the optical axis. Tip and tilt

parameters model the misalignment between the detector and the camera axis. For
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further information on this model, the reader is referred to Owen [93].

4.4 Methodology

Survey HAMO1 LAMO HAMO2
Aug 02 2011 Sep 28 2011 Nov 18 2011 Jun 06 2012
to to to to
Aug 31 2011 Nov 02 2011 May 01 2012 Jul 25 2012

300

el1000

80

Figure 4-3: Altitude and orbit period of the Dawn spacecraft during the mission at

Vesta.

While at Vesta, the Dawn spacecraft conducted four mission phases to accom-

plish various mission objectives: the Survey orbit, the first high-altitude mapping

orbit (HAMO), the low-altitude mapping orbit (LAMO), and finally a second HAMO

phase. The Survey orbit has an altitude of 2700 km, and a period of 68 hours. The

HAMO orbit phases have an altitude of about 725 km, and a period of 12.1 hours, and

the LAMO orbit has an altitude of about 200 km, and a period of about 4.4 hours.

These orbit phases are detailed in Table 4.2 and Figure 4-3. In this work, data from

time periods in which spacecraft operations minimally affected the orbit were culled

for orbit determination. As a result, orbit time spans were selected to exclude times

of transition between the orbits listed in Table 4.2, as well as large attitude slews,

angular momentum wheel desaturation events, and spacecraft safing events. Over

the course of its mission at Vesta, the spacecraft fired its attitude control thrusters

every two to three days to desaturate its control momentum wheels. These selection
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Orbit Phase Survey HAMO1 LAMO HAMO2
Altitude (km) [14] 2725- 663- 169- 650-

2737 701 324 714
Period [14] 2.87 12.17 4.25 12.18

days hours hours hours
Begin Time [14] Aug. 2, Sep. 28, Nov. 18, June 6,

2011 07:49 2011 10:46 2011 02:00 2012 06:00
End Time [14] Aug. 31, Nov. 2, May 01,. July 25,

2011 21:39 2011 11:04 2012 12:00 2012 15:00
Number of 21667 29514 92206 26449

Doppler Data
Number of 4169 6531 4466 4901

Range Data
Number of Image 8000 6000 18835 4994

Constraints

Table 4.2: Orbital characteristics and numbers of various OD measurements used in
the different phases of flight of the Dawn mission at Vesta.

criteria yielded 106 16- to 110-hour time spans (arcs) that were analyzed. The length

of an arc depended on the mission phase, since lower-altitude orbits required more

frequent maintenance and momentum wheel desaturations, which resulted in shorter

arc spans. There were seven Survey arcs, 21 HAMO arcs and 77 LAMO arcs. Survey

arcs were 1.5 to 3.5 days long and HAMO arcs were 2 to 4.5 days long. During the

LAMO orbit the mean arc length was 1.5 days long, with a minimum of 16 hours and

a maximum of 2.6 days.

GEODYN was parameterized to estimate the six Keplerian orbital elements for

each arc. Other parameters adjusted in each iteration included scale factors for solar

radiation pressure, radial, along-track and cross-track empirical accelerations, track-

ing station range biases, X-Y-Z spacecraft antenna offsets for both the high gain

and low gain antennas, specular and diffuse reflectivities for a six-sided spacecraft

macromodel, camera orientation biases, and camera distortion parameters; in total,

45 parameters per arc. Delay effects of the Earth's troposphere and ionosphere were

modeled for radiometric measurements. In this study the gravity field and orienta-

tion parameters of Vesta were not estimated but held constant because our objective

was to examine the effects and performance of the new image constraint data type
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and not to estimate the geophysical parameters of Vesta. We used the degree and

order 20 gravity model for Vesta and orientation parameters computed by the Dawn

science team [14]. The solar system planetary ephemeris used in this study is DE421,

and is archived by the Planetary Data System [94] and the Navigation and Ancillary

Information Facility (NAIF) [95]. The spacecraft was modeled as a six-sided bus

with two gimbaled solar arrays. The spacecraft attitude and solar array pointing, as

well as the initial Keplerian elements were obtained from telemetry and navigation

reconstruction archived at the NASA PDS [94].

The measurement weights in GEODYN were chosen based on typical noise char-

acteristics of the DSN data. Dawn utilized 2- and 3-way X-band Doppler and range

measurements to track the spacecraft. The uplink signal is 7179 MHz and the down-

link signal is 8435 MHz. Doppler measurements with this system carry about 0.05

mm/s noise over 10-second integration times. The noise can increase to 0.35 mm/s

depending on the Sun-Earth-Probe (SEP) angle and the thermal environment of the

spacecraft (see Konopliv, et al., [14]). Range data typically carry 1-2 m of noise (see

Konopliv et al., and [80], Moyer et al., [88]). For the Dawn mission, DSN Doppler

measurements were integrated over 60 seconds, while range measurements were in-

tegrated over 1-2 minutes. The measurement weights used for radiometric tracking

measurements were selected to be 1 mm/s and 2 m for Doppler and range, respec-

tively. These weights were purposely selected to be larger than typical minimum

residual root mean square (RMS) magnitudes so we would not overweigh the data.

The measurement weight associated with the image constraints was chosen based on

the image pixel scale and landmark position uncertainties: 150 m, 70 m and 30 m

during the Survey, HAMO and LAMO orbits, respectively.

The Dawn spacecraft has two Framing Cameras (FCs) with a broadband visible

and seven narrow band filters. Their field of view is 5.5' x 5.5', and the sensor is a

1024 x 1024 CCD (see Sierks et al. [96]). Robert Gaskell defined 150,214 landmarks

using 17,189 images in the creation of the Vesta shape model. The 5.34-hour rotation

period of Vesta, combined with the 4-to-68 hour orbital periods shown in Table 4.2

resulted in over two million possible image constraint combinations. The large number
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of landmarks was required for the creation of a high-fidelity shape model. The fact

that there were so many possible landmark combinations in the creation of image

constraints for GEODYN allowed us to select for spatial and temporal uniformity.

The number of possible combinations was culled to increase computational speed, and

also to provide a number of image constraints that was comparable to the number of

range and Doppler observations used. Landmarks were selected based on parameters

that varied with orbital altitude. In the Survey orbit, only the landmarks closest

to a 2-degree grid on the surface of the body were selected. These were further

limited to constraint combinations that had at least a 120-minute time-span between

them. During HAMO, these criteria were relaxed to accommodate the smaller camera

footprint on the surface of Vesta, and geographic spacing was relaxed to 1 degree and

60 minutes apart, and in the LAMO configuration, spacing was 0.2 degrees and 30

minutes. The distribution of the radiometric measurements and image constraints

utilized in each orbit phase is shown in Table 4.2.

4.5 Results

The performance of Dawn POD was characterized through the level of radiometric

and image constraint residuals and agreement with the published trajectory computed

by the Dawn Science Team. Table 4.3 shows the various measurement residual root

mean square (RMS) values for each phase of the mission at Vesta. Doppler residual

RMS values spanned from 0.067 mm/s in the August 2011 to about 0.44 mm/s in

July 2012. The range residuals in August 2011 were 0.71 m to 1.5 m in July 2012.

The increase in residuals is a result of the decreasing SEP angle, which causes the

noise inherent in the radiometric measurements to increase. This effect was predicted

in Konopliv [80], and observed by the Dawn Science Team, as detailed by Konopliv et

al. [14]. An example of Doppler and range residuals is shown in Figure 4-4. Figure 4-

5 shows the stability of the orbital elements over successive iterative fits of the orbit

using GEODYN.

The image constraint residual RMS values were dependent on the spacecraft al-
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Orbit Doppler Range Images
Phase RMS RMS Constraint

(mm/s) (m) RMS (m)
Survey 0.067 0.71 113

HAMOl 0.11 1.0 53
LAMO 0.44 1.5 22.9

HAMO2 0.15 1.1 57

Table 4.3: Residual RMS values during the different orbit phases of the Dawn mission

at Vesta.

titude, and the image constraint RMS for each phase was less than 1 pixel for all

mission phases. The use of image constraints generally caused radiometric residuals

to increase slightly by less than 0.01 mm/s and 0.1 meters. This effect is not unex-

pected in least-squares estimation when a new data type is added. Plots of image

constraint residuals during Survey, HAMO, and LAMO are shown in Figures 4-6,

4-7, and 4-8, respectively.

Another way performance was characterized was by directly comparing the tra-

jectory computed with GEODYN to that computed by the Dawn Science Team. Ta-

ble 4.4 shows the RMS of the difference of the radial, along and cross track differences

for the various orbit phases, with and without the application of image constraints.

Figure 4-9 shows the RMS of these differences with and without using image con-

straints in the radial, along- and cross-track orbit components. In the Survey phase

of the mission, where the gravitational environment is weakest, the differences with-

out images were 3.62 and 1.76 kilometers in the along- and cross-track components,

respectively. This was reduced to 591 and 105 meters with the utilization of im-

age constraints. During the first HAMO phase the RMS difference between the two

trajectories decreased by several meters. For LAMO and HAMO2, there was little

change as a result of adding image constraints. The LAMO trajectory computed with

GEODYN differed with the science team's solution by about 12 m total RMS, and

during the HAMO2 phase by about 29 m.
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Orbit Radial (m) Along- Cross- Total
Phase (Radiometric/ Track Track (m)
Phase Radiometric + (m) (m)
Phase Image Constraints)
Survey 83.2/84.8 3629/575 1768/105 4041/591

HAMO1 15.6/15.7 87.5/73.8 75.0/68.9 116/102
LAMO 5.1/5.1 8.8/8.2 5.9/5.7 12.5/11.9

HAMO2 17.8/17.8 12.2/13.8 17.1/17.4 28.6/29.5

Table 4.4: RMS of the difference between the spacecraft trajectory computed with
GEODYN and that computed by the Dawn Science Team.

Radiometric Residuals for Survey Orbit
4

S0-+

2011-Aug-11 2011-Aug-16 2011-Aug-20 2011-Aug-25 2011-Aug-30

Q -0.4-

20?Aug-11 2011-Aug-16 2011-Aug-20 2011-Aug-25 2011-Aug-30

Figure 4-4: Radiometric residuals during the Survey orbit phase.

4.6 Conclusions

This work has demonstrated the capability of using image constraints in GEODYN

for orbit determination. Final radiometric and image constraint residuals are reflec-

tive of the measurement noise of the instrumentation used. Orbit elements are stable

over several iterations of GEODYN. Most of the improvement due to utilizing im-

age constraints was observed in agreement between the GEODYN position and that

computed by the Dawn Science Team during the highest altitude (Survey) phase of

the mission. The improvements were mostly noted in the along- and cross-track di-

rections, where the consistency between the trajectories improved from several km
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Figure 4-5: Percent of total change in orbital elements per GEODYN iteration for 106

16-to-110-hour-long arcs during Survey, HAMO, and LAMO. Generally, over 90% of

the total change in the elements occurs in the first three iterations.
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Figure 4-6: Image constraint residuals during the Survey orbit phase.

to under 600 m. Agreement between the trajectory produced by GEODYN and that

computed by the Dawn Science Team is less than 10 meters during the low-altitude

phase of the mission, mainly as a result of the strength of the Doppler data in the
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Figure 4-7: Image constraint residuals during the first HAMO orbit phase.
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Figure 4-8: Image constraint residuals during the LAMO orbit phase.

stronger gravity environment.

The demonstration of using image constraints in GEODYN will aid in the orbit

reconstruction effort of future missions. The application of this technique can be used

in the recovery of the gravity field and rotation axis orientation of planetary bodies.

These results contribute to the geophysical understanding of a planetary body and
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Figure 4-9: RMS diference between the GEODYN trajectory and that computed by
the Dawn Science Team in the radial, along-, and cross-track components.

its formation. They also will improve the accuracy of the definition of a body-fixed

reference frame, to which other scientific datasets can be registered.

There are many opportunities to apply this new capability to future scientific in-

vestigations. The most apparent application is the computation of the gravity field

and orientation parameters of Vesta with GEODYN. The fact that most of the im-

provement from using images occurs in the highest altitude phase of the mission

suggests that this technique will aid most in the estimation of the pole orientation of

Vesta as well as the low-degree gravity harmonic coefficients. Next, the Dawn space-

craft will arrive at the protoplanet 1 Ceres, where this orbit determination technique

can be used to aid the geophysical investigation there. The new image constraint

capability in GEODYN also has applications with missions such as NEAR, OSIRIS-

REx, and future small-body missions with high-resolution images.
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Chapter 5

Vesta Gravity and Spin Axis

Orientation Recovery

5.1 Abstract

Image constraints, which represent a new data type applicable in GEODYN soft-

ware, were combined with radiometric Doppler and range measurements to estimate

the orbit of the Dawn spacecraft, the gravity field and the orientation parameters

of the asteroid 4 Vesta. Using image constraints substantially aided in the initial

determination of the Vesta pole orientation as well as the GM and J2 parameters.

The image constraints enhanced orbit knowledge in the along- and cross-track orbit

components, and thus improved the observability of the orientation parameters. The

pole orientation estimated here differed from that computed by the Dawn Science

Team by 0.010. After the low-degree gravity field and orientation parameters were

estimated, a gravity field of Vesta of degree and order 5 was estimated. This gravity

model agreed in magnitude and spatial distribution with that presented by the Dawn

Science Team using a different software analysis system. The differences in power

between the two fields was less than 5% up to degree 4. The agreement between the

gravity model presented here and that presented by Konopliv et al., [97] also serves

to corroborate the suggested thicknesses for a proposed three-layer structural model

of Vesta [65], and the extent of Vesta's equatorial bulge, which is indicative of past
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state characterized by higher temperature and more rapid rotation than observed to-

day [98]. This analysis demonstrates the utility of image constraints for space-based

geophysical investigations of small bodies, where non-conservative accelerations are

the dominant source of orbit error.

5.2 Introduction

Launched in 2007, the Dawn investigative mission is to explore Vesta and Ceres, lo-

cated in the main asteroid belt. Representing a unique opportunity for planetary

science, this mission has provided new insight into planetary bodies that do not fit

neatly into the classification of "asteroid" or "planet." Thought to be the remnants

of early planetary formation processes, the investigation of Vesta and Ceres can yield

unparalleled insight into the conditions of the early solar system during the planetary

accretion process (see Russell [99] and Bottke [100]). The asteroid belt is composed

of hundreds of thousands of objects which have been observed and many more which

have not. The vast majority of these orbit the sun at a mean semi-major axis be-

tween 2.1 and 3.5 AU. Most of the asteroids have diameters less than 100 km, and

are carbonaceous in composition (C type). Carbonaceous material contains grains

from before the first 10' Myr after the formation of the planetary accretion disk (see

DePater and Lissuaer [101], and Gradie [102]).

Modeling the interior structure and composition of planetary bodies is informed

by precisely computing the trajectory of orbiting spacecraft. Precision orbit deter-

mination (POD), which accounts for small non-conservative accelerations such as

solar radiation pressure, reveals the accelerations caused by the gravitational field

of the body itself. In turn, the quality of the gravity field knowledge is essential

for orbit determination and navigation at small, non-uniform bodies. For planetary

bodies, the iterative process of POD and gravity field estimation makes observable

non-uniformities in the gravity field with which we can begin to infer the density,

structure, and chemical constitution of the body's interior.

While the Dawn spacecraft was at Vesta, there were four distinct mapping phases:
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Orbit Phase Survey HAMO1 LAMO HAMO2
Altitude (km) [14] 2725- 663- 169- 650-

2737 701 324 714
Period [14] 2.87 12.17 4.25 12.18

days hours hours hours
Begin Time [14] Aug. 2, Sep. 28, Nov. 18, June 6,

2011 07:49 2011 10:46 2011 02:00 2012 06:00
End Time [14] Aug. 31, Nov. 2, May 01, July 25,

2011 21:39 2011 11:04 2012 12:00 2012 15:00
Number of 21667 29514 92206 26449

Doppler Data
Number of 4169 6531 4466 4901

Range Data
Number of Image 8000 6000 18835 4994

Constraints

Table 5.1: Orbital characteristics and numbers of various OD measurements used in
the different phases of flight of the Dawn mission at Vesta.

Survey, the first High-altitude mapping orbit (HAMO), the low altitude mapping or-

bit (LAMO), and a second HAMO orbit. These are detailed in Table. 5.1. The

various orbits were planned in order to achieve various mission objectives while al-

lowing successive improvements in the determination of the pole and gravity field.

In the Survey orbit, which had a 2700 km altitude, the pole and low-degree gravity

coefficients were determined. In the HAMO (altitude 700 km), and LAMO (altitude

200 km) phases, higher degree gravity coefficients became observable, to degree and

order 20 (see Konopliv et al., [97]).

In the work presented here, the radiometric and image data from the Survey

phase of the Dawn mission at Vesta are used for POD and gravity field recovery to

demonstrate the effect of using image constraints on the calculation of the spin axis

orientation and low-degree gravity coefficients. The image constraints will have the

largest effect in the Survey phase due to the relatively high uncertainty in the a priori

knowledge of the pole orientation, GM and J2 parameters at the start of the Survey

orbit, compared to the HAMO and LAMO phases. Data from the HAMO and LAMO

orbit phases will be included in the estimation of the gravity field in future efforts.
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5.3 Early Planet Formation & the Asteroid Belt

One stage in the formation of terrestrial planets is the collision of bodies at low enough

velocity so that their collective material will mutually accrete rather than fragment

(see dePater and Lissauer [101]). Some of the contents of the asteroid belt are the

fragmented results of these collisions, and others are the products of the nascent

stages of planet formation. In this way the contents of the asteroid belt represent

some of the building blocks of planet (see Chambers [103]).

A relative handful of the asteroids have accreted to 100 km or more in diameter,

and have survived to the present (see McCord [104]). Vesta's polar radius is 226.838

km, and its equatorial radii are 284.895 km and 277.431 km (see Ermakov et al.,

[65]). Ceres has a polar radius of approximately 455 km, and a mean equatorial

radius of 487 km (see Thomas [105]). Additionally, Vesta and Ceres exhibit evidence

of differentiation likely due to the heat sustained through accretional collisions and

the decay of radiogenic isotopes. At these large diameters, Vesta and Ceres are

distinct from the rest of the asteroid population in that their self-gravitation offers

an additional potential source of heat which aids in core and mantle formation (see

Halliday [106]).

Another important factor in considering asteroid belt objects is that at approxi-

mately 2.7 AU, our Solar System's "snow line" marked the boundary beyond which

the temperature is below the condensation temperature of water in the protoplane-

tary disk (see Lecar [107]). Thus, early solar system bodies that have orbits beyond

~2.7 AU had a much greater possibility of retaining water and volatiles. This zone

is a possible volatile reservoir from which water could have been transported to the

terrestrial planets of the inner Solar System (see Chyba [108]).

Ceres and Vesta, in addition to being in a class of bodies unique in the asteroid

belt, are vastly different from one another. Vesta is differentiated, has approximately

half the diameter of Ceres, and orbits inside the snow line. The mean density of Ceres

is less than two-thirds that of Vesta (pcere = 2.077 kg/m3 , PVesta = 3.456 kg/m3 )

[104], and orbits outside the snow line. These major differences provide a starting
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point from which we can examine Vesta and Ceres with respect to one another.

It has been known since prior to the Dawn mission that Vesta is a differentiated

body (see Zuber [76]). Analysis by Fu et al., has shown that the magnetic signatures

of HED meteorites, thought to be from Vesta, have provided evidence of a radio-

genic heat source and convecting interior [109]. As a result of the orbit determination

and gravity recovery at Vesta, a range of internal structure models have been devel-

oped. Because interior structure modeling from gravity and topography datasets is

non-unique, we are required to make assumptions about the various thicknesses and

densities of the layers of the structural model (see Bills et al., [110] and Park, et al.,

[111]).

Vesta's oblate shape adds to the complexity of gravity estimation and interior

structure modeling. Traditionally a spherical harmonic expansion is used to model

the gravitational fields of planetary bodies. This has worked well since the terrestrial

planets from which we have estimated gravity fields have a flattening less than 0.01.

Vesta's flattening is nearly 0.2, and has a strongly oblate, non-hydrostatic shape.

When spherical harmonics are used in this case, there is attenuation of the gravity in

the polar regions, because the spherical harmonics are mapped to a spherical surface

which circumscribes the shape of Vesta (known as a Brillouin sphere, which has a

radius of 292.7 km for Vesta [111]). In the north, Vesta's shape is almost 70 km

from the Brillouin sphere. Spherical harmonic gravity solutions diverge when the

surface of the body does not fit well to the Brillouin sphere. Park et all address

this by computing an ellipsoidal harmonic gravity model which is mapped to a 303.9

km x 228.7 km x 246.5 kmBrillouin ellipsoid [111]. An ellipsoidal expansion is not

employed in this work, but the gravity model computed is compared with the spherical

harmonic gravity model computed by the Dawn Science Team (see Konopliv et al.,

[97]).

When modeling the interior structure of Vesta, we begin by assuming densities

from the howardite-eucrite-diogenite (HED) meteorite collection. The HED mete-

orites have a similar isotopic signature to Vesta, and are thought to have originated

there (see McCord, et al., [112]). Densities or ranges of densities must be selected for
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each of the zones in a three-layer model, consisting of a core, mantle and crust. From

this point, using the gravity model, we can compute thicknesses for the various layers

of the model. Current results from the Dawn mission at Vesta, carried out by Er-

makov et al., Park et al., and Konopliv et al., suggest a three layer model of Vesta with

a core between 110-140 km, and a core density bounded as 7000 kg/m3 < pc < 8000

kg/m 3. Generally the mantle can be constrained to 100-150 km in thickness with an

assumed density ranging from 3150 kg/m3 < Pm < 3500 kg/m3, while the crust can

be up to 55 km thick, with an assumed density of 2900 kg/m3 < p, < 3400 kg/m3

([111],[65], [97]).

Ceres presents a greater challenge since we have no known specific samples that

can be used to constrain its density. Many interior models predict a rocky core covered

by a layer of ice and rock up to 100 km thick [113]. The surface of Ceres is dark and

uniform and current results suggest this could mean that there may not be a layer

of ice. If there is ice at Ceres, it is underneath a thin veneer of rock or clay on the

surface, and thus hidden from detection (see Rivkin et al., [114]). It has also been

suggested that the smoothness could indicate the presence of an icy mantle, as this

would promote relatively rapid crater relaxation at the equatorial and mid-latitudes

(see Bland [115]). Furthermore, it has been suggested by Zolotov that the data we

have of Ceres may not be consistent with a differentiated body [116]. The Dawn

mission will provide insight into the possible presence and thickness of an ice layer

through the complementary measurements of the shape and gravity field of Ceres.

5.4 Gravity Recovery

The GEODYN and SOLVE programs were used to estimate the gravity field and spin

axis orientation of Vesta using data from the Dawn spacecraft. GEODYN is the orbit

determination and geodetic parameter estimation software of NASA Goddard Space

flight Center and is maintained by Stinger Ghaffarian Technologies, Inc. GEODYN

iteratively integrates the trajectory of a spacecraft and fits estimated parameters to

minimize the residuals between computed and measured observations [10]. This work
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represents the first time image constraints are utilized by GEODYN and SOLVE to

estimate the geodetic parameters of a planetary body. GEODYN uses a Cowell's

method integrator and models the gravitation of the solar system along with non-

conservative accelerations such as thrusting, solar radiation pressure, and atmospheric

drag.

After the orbit solutions stabilize for a given geophysical model, GEODYN outputs

normal matrices, which contain partial derivatives of global parameters with respect

to the measurement residuals for the Doppler, range and image constraint data types.

SOLVE uses a weighted least squares algorithm to compute global parameters speci-

fied by the user (see Crassidis [32]). In this case, global parameters are selected as the

gravity field and pole, along with antenna offset models, once-per-revolution general

accelerations, and solar radiation pressure coefficients. Once SOLVE determines a

new gravity field and pole, the orbits are re-computed in the next iteration.

Previous efforts to estimate the Vesta gravity field have been made by the Dawn

Science Team, at the Jet Propulsion Laboratory (JPL) [14]. The work presented by

Konopliv et al. made use of JPL's MIRAGE square root information filter (SRIF)

software ([16],[88]). The SRIF algorithm is a sequential state estimator, meaning

that it estimates the spacecraft trajectory and relevant parameters such as empirical

accelerations as it propagates the orbit, utilizing knowledge of the measurement noise

and the amount of expected variance in the state estimates from one time step to the

next (see Crassidis [32]). GEODYN and SOLVE are "batch" processing algorithms in

that they compute the satellite trajectory, and fit the estimated parameters after each

integration of the trajectory. In this way, we are comparing two different estimation

algorithms.

The work presented here shows the first results of an effort to use image con-

straints in GEODYN and SOLVE, as well as to corroborate and compare the results

of the Dawn Science Team. While orbit determination is typically performed using

radiometric range and Doppler measurements between Earth-based tracking stations

and the spacecraft, other measurements are often used to improve the orbit and

gravity determination capability of a mission. Examples of supportive measurements
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include spacecraft-to-spacecraft ranging (see Zuber [72]), laser altimetric crossovers

(see Mazarico [117]), and in this case image constraints. Image constraints have

proven to be extremely valuable for navigation and orbit determination at small bod-

ies, with weak, non-uniform gravity fields where non-conservative forces such as that

caused by solar radiation pressure can dominate the orbit perturbations. Optical orbit

determination was first employed by the Near Earth Asteroid Rendezvous (NEAR)

mission at the asteroid 433 Eros, and was described by Miller et al., [118]. OD with

constraints from images have been employed on several subsequent missions, such as

Hayabusa ([119] and [78]).

Utilizing additional constraints for orbit determination is especially important for

the Dawn spacecraft because of the frequent thrusting required to maintain the orbit

in a highly non-uniform gravity field, as well as the modeling of the non-conservative

accelerations affecting the spacecraft orbit (see Tricarico and Sykes, [120] and Delsate,

[121]). The spacecraft maintains its orbit using a Solar Electric Propulsion (SEP)

system with ion thrusters, detailed by Brophy [122]. The effect of solar radiation

pressure is magnified due to the fact that Dawn's solar arrays make up over 70% of

the spacecraft surface area ([81], [80]).

5.5 Mission Overview and Measurements

The Dawn mission at Vesta was comprised of four major orbit phases to accomplish

various mission objectives, one of which was to record sufficient orbital trajectories to

map the gravity field to degree and order 20 (see Konopliv et al, [80]). The spacecraft

was inserted into a Survey orbit from August 2, 2011 through August 31 2011. The

Survey orbit had an approximate altitude of 2700 km, and a period of 68 hours.

The next orbit phase was the first High Altitude Mapping Orbit (HAMOl), and

lasted from September 28, 2011 until November 2, 2011. HAMO1 had an altitude

of approximately 700 km and a 12.7-hour period. From November 18, 2011 through

May 1, 2012, Dawn was placed in the Low Altitude Mapping Orbit (LAMO). The

altitude of LAMO varied between 169 and 324 km, and its period was 4.25 hours.
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Only data from the Survey phase of the mission is used in the gravity recovery and

orientation parameter investigation in this paper.

Radiometric Doppler and range measurements were recorded via the Deep Space

Network (DSN) (see Moyer [88]), which are a family of antennas of 26-m, 35-m and

70-m diameters deployed globally that NASA uses to track spacecraft. Typically

Doppler measurements carry a noise RMS of 0.05 mm/s, and range measurement

noise RMS is less than 1 m.

In addition to the radiometric measurements, this investigation utilized constraints

derived from images of Vesta obtained by the Dawn spacecraft. The image constraints

were derived from the pixel locations of landmarks recorded in two or more images

by the Dawn Framing Cameras (FC) (see Sierks et al., [96]). The pixel information

used in this work is a byproduct of the Vesta shape model created by Gaskell (see

[92]). To create an image constraint, the pixel locations of the same landmark in

two or more images taken at two different times were used to compute unit vectors

that point from the Dawn spacecraft to the landmark on the surface of Vesta. The

GEODYN and SOLVE programs have been programmed to minimize the distance

between the two unit vectors, which is nonzero due to uncertainties in the spacecraft

position, attitude and camera model. The image constraints carried a measurement

root mean square (RMS) which is the pixel scale for the given mission phase. For the

images taken during the Survey phase, this RMS was 150 m/pixel ([80]).

The radiometric and image data used were selected from times of minimal space-

craft operations. Data during thrusting, spacecraft safing events, momentum wheel

desaturations, and major attitude maneuvers were excluded, because the effects of

modeling these perturbations on the trajectory can degrade the gravity solution. The

spacecraft typically fired its thrusters every 2 to 3 days to desaturate its momentum

wheels. These events typically lasted 2 minutes. Culling these events resulted in

seven "quiet" periods which lasted from 1.5 to 3.5 days during the Survey orbit phase

from which radiometric and image constraints were selected.

In the Survey orbit image constraint combinations had to be culled. Due to the

long Survey orbit period and the fact that Vesta rotates 3600 in 5.34 hours, millions
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of landmarks could be used in combination to create image constraints. To cull this

amount, and speed computation, only landmarks that were observed closest to a

2' x 20 grid on the surface were selected for the creation of image constraints. In total

4169 range measurements, 21667 Doppler measurements and 8000 image constraints

were used in this work.

5.5.1 Estimation Technique

GEODYN and SOLVE
Data Input:

rangeadGOY 
n

Legenda

DatfF7
Processing or Global Parameters:

SoftwareGravity model',

of Rotation parameters,
Prcess antenna offsets, etc.

Trajectory
artials of
als w.r.t.

parameters

OLVE

Figure 5-1: Flow diagram depicting the iterative use of
programs.

the GEODYN and SOLVE

The work flow for this research is separated into two tasks: orbit determination,

and gravity field estimation and is shown in Figure 5-1. The POD step is carried

out using GEODYN software, and the estimation of the gravity field and orienta-
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tion parameters is performed with SOLVE, a companion program which can compute

geodetic parameters using normal matrices computed and outputted by GEODYN.

SOLVE in this case has been configured to estimate the gravity field, the orientation

parameters, spacecraft antenna offsets, camera attitude biases, empirical accelera-

tions, and solar radiation pressure coefficients. The gravity field is described with

a spherical harmonic model. SOLVE estimates the parameters of the harmonic ex-

pansion of this model, given as described by Heiskanen et al., in [60], and Kaula in

[123]:

GM GM 0 Rv (U+ r r Pnm(sin1iat) [nmcos(mA) + Snmsin(mA)] (5.1)
r r n=1 m=O r

The potential field of the body is described by U, in terms of distance from its

barycenter r, its latitude 01,at and longitude A. Here n and m are the degree and order

of the harmonic computed, and Rv is a reference radius for Vesta, 265 km. SOLVE

estimates the gravitational constant GM, and the coefficients of the expansion Cnm

and Snm.

The a priori values for the pole were set to the values determined by Thomas et al.,

([124]), via the use of photometric data from the Hubble Space Telescope. The right

ascension (RA) was estimated to be 3010 , the declination (DEC) was determined to

be 410, and length of day (LOD) estimated was 1617.332770/day. The a priori gravity

model used was the same used by the Dawn Science Team, and was created using a

shape model created using photometric data from the Hubble Space Telescope, with

an assumption of constant density. The gravitational constant and J2 of the a priori

model are GM = 17.5 x 109 km2/s 2 , J2 = 0.03868, and are consistent with their a

priori knowledge, before the arrival of Dawn at Vesta [80].

The process of estimating the gravity field and pole was done incrementally. First

the pole orientation parameters, rotation rate, GM, and J2 were estimated while

holding the spacecraft orbital elements constant. This strategy for the initial estima-

tion was performed because when starting with a pole and gravity model that was so

different from the present accepted solution, that GEODYN could not converge an
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orbit trajectory. It still, however, provided enough partial information of the gravity

field and orientation parameters to allow SOLVE to estimate the pole and low-degree

gravity field. After the pole orientation, GM and J2 stabilized in the initial estima-

tion, the spacecraft orbital elements were allowed to vary. In this configuration the

pole orientation, GM, and J2 were further refined and a gravity field of degree and

order 5 was estimated.

5.6 Results

The results of the initial convergence of the pole and low-degree gravity parameters

are shown in Figs.- 5-2 through 5-4. In general, the pole orientation, GM, and J2

converge and stabilize more quickly when image constraints are used, than when

images are not used. In Figure 5-2, it can be seen that when image constraints are

used, the pole orientation converged after five iterations. When image constraints

are not used, the RA stays stable near 3000 and the DEC is not converged after

20 iterations. The convergence of the LOD is shown in Fig. 5-3. The solution in

which image constraints are used settles after 10 iterations, and the radiometric-only

solution settles after 14 iterations. This result is supported by the geometric nature

of image constraints, which enhance the sensitivity of the estimation to the spin rate

and axis orientation.

The initial estimation of GM and J2 are shown in Fig. 5-4. When images are used,

the estimates of GM and J2 settle near the value determined by the Dawn Science

Team after the second iteration, whereas the solution without image constraints takes

much longer to converge. Figure 5-5 shows the initial convergence of the degree-2

gravity coefficients. When image constraints are utilized, the C21 and S2 1 parameters

are stabilized after 5 iterations. The C22 and S22 coefficients are stable after 10

iterations when image constraints are used. When only radiometric constraints are

used, the degree-2 gravity coefficients take more than 15 iterations to stabilize.

The next stage in the estimation of the gravitational field was to use the pole RA,

DEC, LOD, GM and J2 as the initial conditions for GEODYN in which the POD
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solution was allowed to fully converge. In this step, GEODYN was allowed to iterate

the orbit solutions while estimating the initial spacecraft ephemeris, solar radiation

pressure coefficients, empirical accelerations, measurement biases, and camera model

parameters. Full-convergence of the orbit determination is favorable in that it allows

the orbit parameters to be converged as much as they can be without updating the

Vesta geophysical properties. The final measurement residual RMS values during this

phase of the estimation were 0.068 mm/s for Doppler, 0.82 m for range, and 114 m

for the image constraints.

In the estimation of the gravity field, a Kaula power law constraint was applied

with a relative weight of 0.1, where as the normal matrix from GEODYN was weighted

1.0. This is the same as was applied by Konopliv et al., [97] and is defined by Kaula

[125] as:
Kvesta

n n2

where Kyeta is computed as:

K~eta K~rthMEarth \2 Rviesta\_
Kvesta = KEarth = 0.011 (5.3)

Mvesta REarth/-001

Here, MEarth = 5.972 x 1024 kg, Mvesta = 2.59 x 1020 kg, and Rvesta = 265 km, and

REarth = 6371 km. The Kaula parameter for Earth is defined as KEarth = 0.0691.

The orientation parameters and normalized gravity coefficients for each phase of

the estimation are shown in Tables 5.3 and 5.4. The full-arc convergence GEODYN-

SOLVE solution RA and DEC differ from the Dawn Science team by 0.004' and 0.03*,

respectively. The final 3 - a uncertainty in the pole RA and DEC is 5.4 x 10-2,. The

final GEODYN GM and J2 values differ from the JGV20GO2 solution by 4.0 x 10-4%

and 0.05%, respectively. The J3 and J4 parameters agree with the JGV20GO2 solution

to within 0.5% and J5 to within 6%. The uncertainties associated with the GEODYN

gravity model are much larger than those of the JGV20GO2 model. This is expected

due to the fact that this analysis only incorporates one month of radiometric data

in the gravity estimation, whereas the JGV20GO2 model utilizes data from the enter

Vesta mapping mission, which lasted 12 months.
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The Low-gain Antenna (LGA) offsets were estimated to be AX = 0.10 m, AY =

0.18 m, and AZ = -0.57 m, and the High-gain Antenna (HGA) offsets were AX =

1.26 m, AY = -0.01 m, and AZ = 1.09 m. The 3 - o uncertainty for the antenna

offsets was 0.9 m in all directions for both the LGA and the HGA. Their estimation

with subsequent iterations of GEODYN and SOLVE is shown in Fig. 5-6. For the

Survey phase of the mission, there were 12506 Doppler measurements and 4169 range

measurements from the HGA used here. There were 9161 Doppler measurements from

the LGA (no range data were recorded on the LGA). Once-per-revolution empirical

acceleration coefficients were applied, and estimated by both GEODYN and SOLVE.

The final estimates of these parameters ranged between 1 x 10-10 and 1 x 10-12 m/s 2

and were allowed to vary up to 1 x 10-8 m/s 2. The empirical acceleration coefficients

are unitless because they act as multipliers on the actual accelerations in GEODYN.

The small magnitude of these parameters with respect to the amount of variation

allowed suggests empirical accelerations were not absorbing gravitational effects on

the orbit.

The power of the gravity field from degree and order 2 through 6 is shown in Fig. 5-

7. Here it can be seen that the power in the GEODYN field aligns with that of the

JGV20GO2 field (labeled "JPL Survey - HAMO2") up to degree 5. The uncertainty

in the field is several orders of magnitude higher than the JGV20GO2 uncertainty

because only data from the Survey phase of the mission were used in the GEODYN

solution, whereas the JGV20GO2 field made use of data from Survey through the

end of the second HAMO phase. At degree 6, it can be seen that the power in the

GEODYN field is an order of magnitude lower than the JGV20GO2 field. This is

likely because the Survey orbit, with an altitude of 2700 km was less sensitive to

gravity features of degree and order higher than 5. The field computed by the Dawn

Science Team using only the Survey data is also plotted (labeled "JPL Survey").

Comparing the GEODYN field to Dawn Science Team's results which only made use

of the Survey data, it can be seen that there is agreement between the two fields to

degree 4.

The degree-5 normal gravity field computed using GEODYN is compared with
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Degree Percent Difference
in Power

2 0.05%
3 2.57%
4 4.55%
5 27.2%

Table 5.2: The percent difference between power of the GEODYN and JGV20GO2
gravitational fields for degrees 2 through 5.

the a priori field and the JGV20GO2 field in Figure 5-8. The Prime Meridian (PM)

chosen for the estimation of the gravitational field and the mapping in Fig.5-8 is

74.576210, which minimizes the differences between the shape model of Vesta and

the computed landmark positions (see Konopliv [97]). This comparison is broken

down from degrees 2 through 6 in Fig. 5-9. In Fig. 5-8 it can be seen that the strong

J2 component of the gravity field is represented in all three models, but that there

is agreement between the tesseral features of the GEODYN and JGV20GO2 fields

at this degree and order, specifically, the gravity high at approximately 135'W and

0*W. The breakdown of degree and order in Fig. 5-9 shows the difference between the

GEODYN and JGV20GO2 fields computed at each degree and order. The differences

in power of the gravitational field for each degree are shown in Table 5.2. Degrees

2 through 4 differ from JGV20GO2 by less than 5%, and the percent difference at

degree 5 is indicative of the Survey orbit's decreased sensitivity to finer resolution

gravity features.

5.7 Conclusions

This work has demonstrated the new capability of using image constraints in GEO-

DYN and SOLVE for precise orbit determination and gravity recovery applied to

Dawn mission at Vesta. This technique is especially useful at small bodies, in non-

uniform gravitational potential fields where non-conservative forces are the dominant

source of error. In addition to the estimation of the potential field, this technique

will aid in the determination of a reference frame for small bodies, which are be de-
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Parameter a priori JGV20GO2 GEODYN GEODYN GEODYN
First 20 It. First 20 It. 50 It.
Radio Only Rad. + Img. Rad. + Img.

R.A. 301 309.03230 300.044 309.14 309.038

(deg) 5 3 x 10-5 5.1 x 10-2 g5.1 x 10-2 +5.1 x 10-2

DEC. 41 42.22618 45.27 42.19 42.25

(deg) 5 +2 x 10- 5  5.4 x 10-2 g5.4 x 10-2 g5.4 x 10-2

L.O.D. 1617.33277 1617.3331235 1617.331 1617.335 1617.335

(deg/day) t7 x 10-5 g5 x 10-7 3.6 x 10-3 +3.6 x 10-3 +3.6 x 10-3

GM/10 9  17.5 17.288245 17.33015 17.288515 17.288316
(km2 /s 2 ) g1.2 x 10-5 t1.2 x 10- 5  +1.8 x 103  g3.3 x 104 3.6 x 10-5

J2 -3.8675 x 10-2 -3.1779 x 10-2 -3.1802 x 102 -2.9502 x 10-2 -3.1796 x 10-2
1.3043 x 10-8 1.2 x 10-5 1.5 x 10-5 1.2 x 10- 5

C21 3.0274 x 10-' 5.3291 x 10-10 5.3693 x 10-6 -2.5099 x 10-4 2.9420 x 10-6
4.9460 x 10-9 3.6 x 10-5 3.6 x 10-5 3.6 x 10- 5

C22 -4.2332 x 10-1 1.0132 x 10-3 2.3249 x 10-3 -1.0618 x 10-3 1.0055 x 10-3

1.3852 x 10-8 1.4 x 10-4 1.3 x 10-4 1.3 x 10-4

S21  -1.4137 x 10- -3.3873 x 10-9 -1.8104 x 10-6 -4.5008 x 10- 4  -3.3273 x 10-
5.0173 x 10-9 3.7 x 10-5 3.6 x 10- 5  3.7 x 10-5

S22 -4.3596 x 10-3 4.2472 x 10-3 3.6899 x 10-3 4.0230 x 10-3 4.2519 x 10-3
4.1267 x 10- 7  1.4 x 10-4 1.3 x 10-4 1.3 x 10-4

J 3.3660 x 10-3 3.3106 x 10-3 3.2295 x 10-3 -4.5491 x 10-3 3.2991 x 10-3
1.8895 x 10-8 1.1 x 10-4 1.1 x 10-4 1.1 x 10-4

C31 1.0437 x 10-1 2.0456 x 10-3 2.1833 x 10-3 4.9530 x 10-1 2.0224 x 10-3
1.4254 x 10-8 3.1 x 10- 4  2.9 x 10-4 3.1 x 10-4

C32 1.0778 x 10-3 6.5165 x 10-4 -6.3036 x 10-1 2.8220 x 10-3 6.6611 x 10-4
9.0622 x 10-8 1.0 x 10-3 9.7 x 10-4 1.0 x 10-3

C33 6.3192 x 10-4 2.3849 x 10-1 2.4527 x 10-3 6.2324 x 10-3 2.6692 x 10-3
3.2141 x 10-7 2.0 x 10-3 1.9 x 10-3 2.0 x 10-3

S31 3.4674 x 10-" 1.6823 x 10-3 1.3505 x 10-3 -1.5653 x 10-3 1.5657 x 10-1
1.2613 x 10-7 3.0 x 10- 4  2.9 x 10-4 3.0 x 10-4

S32 7.0699 x 10-4 -1.2177 x 10-3 -1.5892 x 10-3 2.9409 x 10-3 -1.4022 x 10-

9.5735 x 10-s 1.0 x 10- 3  9.6 x 10- 4  1.0 x 10-3

S 33  -5.0109 x 10-4 1.5529 x 10-4 -1.1825 x 10-3 6.9590 x 10-4 2.8994 x 10-1
1.0731 x 10-7 2.0 x 10-3 1.9 x 10-3 2.0 x 10-3

Table 5.3: Vesta orientation parameters

through 3 for the a priori, JGV20GO2 and
3-a- uncertainties.

and gravity parameters from degrees 2

GEODYN gravity models, reported with
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Parameter a priori JGV20GO2 GEODYN GEODYN GEODYN
First 20 It. First 20 It. 50 It.

C40 505x1- 32Radio Only Rad. + Img. Rad. + Img.
040 5.0856 x 10- 3.2656 x 10- 1.5007 x 10-3 1.0860 x 10-1 3.2856 x 10-3

3.2461 x 10-8 8.8 x 10-4 9.2 x 10-4 8.8 x 10- 4

C41 -1.1395 x 10-3 -3.5434 x 10-4 -1.7192 x 10-3 1.6565 x 10-2 -6.2543 x 10-4

2.9433 x 10-8 2.0 x 10- 3  1.9 x 10-3 2.0 x 10-3

C42 5.0513 x 10-4 -5.4278 x 10-4 -3.0933 x 10-4 6.3472 x 10-3 -8.8466 x 10-4
4.4783 x 10-8 5.2 x 10-3 5.1 x 10- 3  5.2 x 10-3

C43 2.2052 x 10-4 -6.7001 x 10-4 -5.1869 x 10-4 -3.4213 x 10-3 -5.9793 x 10-4
8.3297 x 10- 8  6.1 x 10-3 6.1 x 10-3 6.1 x 10- 3

C44 4.4829 x 10-4 2.1385 x 10-4 -8.8107 x 10-5 1.3922 x 10-3 -4.2147 x 10-5
5.8640 x 10-8 6.3 x 10-3 6.3 x 10-3 6.3 x 10-3

S4 1  1.4387 x 10-4 -3.7032 x 10-4 -1.6415 x 10-3 2.4165 x 10-2 -3.0910 x 10-4
3.7835 x 10-8 2.0 x 10-3 2.0 x 10-3 2.0 x 10-3

S4 2  -8.7683 x 10-5 -4.1428 x 10-4 8.5033 x 10-4 7.7651 x 10-3 8.1423 x 10-4
5.5311 x 10-8 5.2 x 10-3 5.1 x 10-3 5.2 x 10-3

S43 7.2547 x 10-4 1.0458 x 10-4 3.1912 x 10-4 -3.6218 x 10-1 4.3963 x 10-5
5.0903 x 10-8 6.1 x 10-3 6.1 x 10-3 6.1 x 10-3

S44 -2.5036 x 10-4 2.2362 x 10-4 -2.3376 x 10-5 1.2024 x 10-1 -1.6294 x 10-4
1.9340 x 10- 8  6.3 x 10-3 6.3 x 10-3 6.3 x 10-3

C50 -1.8306 x 10--T -1.2022 x 10-' 2.7317 x 10-- -6.0157 x 10-2 -1.1316 x 10-3
5.4491 x 10-8 3.9 x 10-3 3.9 x 10-3 3.9 x 10-3

C51 -2.9318 x 10-1 -7.7509 x 10-4 -2.9744 x 10-4 -3.8717 x 10-4 -2.5887 x 10-4
5.6380 x 10-8 4.1 x 10-- 4.1 x 10- 3  4.1 x 10-3

C52 -3.4238 x 10-1 4.8372 x 10-5 3.7382 x 10-6 -1.4076 x 10-4 5.3826 x 10-5
4.2034 x 10-8 4.2 x 10-3 4.2 x 10-3 4.2 x 10-3

C53 -3.8960 x 10-4 -4.3689 x 10-4 2.9824 x 10~5 3.4842 x 10-1 2.7221 x I05
9.5783 x 10- 8  4.2 x 10~3 4.2 x 10-3 4.2 x 10-3

C54 -1.4921 x 10-4 5.3514 x 10-4 -1.4495 x 10~5 7.9043 x 10-5 -1.3546 x 10-'
9.8237 x 10- 8  4.2 x 10-3 4.2 x 10-3 4.2 x 10-3

C55 3.3466 x 10-5 6.8650 x 10-4 -4.2044 x 10-6 2.5090 x 10~0 -2.1687 x 10-0
5.7280 x 10-8 4.2 x 10- 3  4.2 x 10-3 4.2 x 10-3

S51 -1.0058 x 10-4 -1.5798 x 10-4 1.5363 x 10-6 -3.2981 x 10-2 9.3226 x 10-4
6.3175 x 10-8 4.1 x 10-3 4.1 x 10-3 4.1 x 10-3

S52 2.2764 x 10-4 2.0682 x 10-4 -3.1201 x 10-5 2.1065 x 10-1 9.5444 x 10-6
4.6134 x 10-8 4.2 x 10- 3  4.2 x 10- 3  4.2 x 10-3

S53 2.2907 x 10-4 -6.6279 x 10-4 -1.7721 x 10-1 1.7032 x 10-4 -1.5774 x 10-1
6.8611 x 10-8 4.2 x 10-3 4.2 x 10-3 4.2 x 10-3

54 6.6800 x 10-4 2.8256 x 10-4 9.0053 x 10-6 4.7449 x 10~- -7.1418 x 10-8
6.1578 x 10-8 4.2 x 10-3 4.2 x 10-3 4.2 x 10-3

5s 7.6729 x 10-5 -1.0085 x 10- -1.6812 x 10-6 1.9127 x 10-5 -4.4777 x 10-'
1.6264 x 10- 4.2 x 10-3 4.2 x 10- 3 4.2 x 10~ 3

JGV20GO2
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Figure 5-2: Pole convergence with and without image constraints using data from the

Survey phase of the mission.
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5-3: Length of day convergence with and without image constraints using data

from the Survey phase of the mission.

pendent on the determination of the orientation parameters and moments of inertia

of the body.

The application of image constraints improved the observability of the orientation

parameters, as well as the GM and J2 parameters of Vesta. This is because the image

constraints reduce orbit uncertainty in the along- and cross-track directions, which are
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Figure 5-4: GM and J2 convergence with and without image constraints using data
from the Survey phase of the mission.

highly sensitive to the orientation parameters. When only radiometric measurements

were used to determine the orientation parameters the pole declination took over 20

iterations to converge, and the right ascension stabilized at a value 9' away from that

calculated by the Dawn Science Team, presented in Konopliv et al., [97].

A gravitational field of degree and order 5 was estimated after the initial estimation

of the pole orientation, GM and J2. The power of the final gravity field agreed with

that of the Dawn Science Team to 0.05% at degree 2, 2.6% at degree 3, and 4.6%

at degree 4. Maps of the GEODYN gravity field generally matched that estimated

by the Dawn Science Team in magnitude and spatial distribution. The final pole

orientation estimated by GEODYN agreed with that estimated by the Dawn Science

Team to 0.1%.

These results serve to corroborate the scientific findings of Ermakov et al., [65], Fu

et al., [98], and Park et al., [111]. The GEODYN estimation supports the result of a

Vesta core diameter greater than 100 km when density of 7000 kg/M 3 to 8000 kg/M 3

is assumed. The current state of non-hydrostatic equilibrium is corroborated with the

99% agreement between the two models' J2 , C22, and S2 2 coefficients. The degree-5

gravity map allows us to begin to see the signature of features with wavelengths on the
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Figure 5-5: Initial convergence of the degree 2 gravity coefficients with and without

the use of image constraints.

order of A ~ 300 km, which includes Vesta's giant southern impact basins, Veneneia

and Rheasilvia. These basins have diameters of 500 km and 400 km, respectively,

and rim heights up to 15 km (see Schenk et al., [126]). Also visible in the GEODYN

model is the gravity high close in proximity to Vestalia Terra, at approximately 135'W

[127]. The investigation of these basins' age and compensation state bears heavily on

the shape and gravity field of Vesta [98]. As we progress in incorporating additional

data into the gravity recovery, more features will be observable in the potential field.

Specifically of interest will be the rims of the giant southern basins and Rheasilvia's

10-km high central peak. Also with lower altitude data, the thickness of the mantle

and crust will be observable.

The next destination of the Dawn spacecraft is the asteroid Ceres. This encounter

presents an opportunity for the application of this technique at an unexplored world.
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Figure 5-6: Antenna offset estimation with subsequent iterations of GEODYN and
SOLVE for iterations in which orbits were allowed to fully converge in GEODYN.

At Ceres, we will use the techniques presented here to compute its pole orientation

and constrain its mass. The image constraint capability of GEODYN and SOLVE

will be extremely useful in this analysis, since we have no certain samples of Ceres

from which to constrain the density of the core, mantle or crust. Thus any additional

data types are extremely useful. The gravity recovery at Ceres will aid in constraining

the size and density of the core, and the thickness and density of mantle. It will also

inform the discussion on the amount of ice and volatiles present. Finally, this new

capability for the GEODYN and SOLVE software has applications on several other

missions. In addition, the new capability will be applicable to many other missions

which use or have used optical data such as NEAR and OSIRIS-REx [11], [84].
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VESTA GRAVITY SPECTRUM with GEODYN
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Figure 5-7: Gravity power spectrum calculated with Survey data. The Kaula power

law shown is referenced in Eqn. 5.2. Here it can be seen that the power in the GEO-

DYN field aligns with that of the JGV20GO2 field (labeled "JPL Survey - HAMO2")

up to degree 5. The field computed by the Dawn Science Team using only the Survey

data is also plotted (labeled "JPL Survey").
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Chapter 6

Conclusions and Future Endeavors

The work presented in this thesis illustrated two examples of applications of new

geodetic techniques in geophysics. Both enhance the geophysical results that can be

realized. In addition, because they can both aid in gravimetric surveys and planetary

gravity modeling, they can aid other branches of science, since gravity modeling aids

in the definition of reference frames to which other datasets are registered.

6.1 GPS Positioning

Applying a smoothed ionospheric model to GPS measurements was shown to decrease

the noise in the positions computed. For both the seismological study and the airborne

gravimetry investigation presented here, GPS height measurement noise was reduced.

For seismology, this means that surface dynamics were more visible in GPS position

time histories, generally in the horizontal components, and after the major surface

wave arrivals dissipated. Dynamics in the height component were still difficult to

observe, but the fact that treating the ionosphere has the greatest effect in the vertical

dimension suggests this is a promising avenue of improvement for future studies.

For airborne gravimetry, the reduction in positioning noise resulted in a higher

repeatability for subsequently-flown gravity profiles. A 0.6-mGal improvement in

repeatability in an RMS sense was observed when filter parameters were chosen judi-

ciously. The dataset studied for this work was a calibration survey carried out for the
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NOAA GRAV-D project, which aims to refine the vertical datum for the entire U.S.

and its territories. Improvements to the potential field will result in more accurate

maps of flood plains, drainages, and coastal areas. Application of this technique on

the GRAV-D project is also important because the improved accuracy of the ortho-

metric terrain heights will result in more accurate registration of datasets for which

GPS is used.

The ionospheric modeling technique presented here will continue to improve differ-

ential GPS uncertainties as we approach solar minimum. As the ionosphere becomes

less active, it will be easier to isolate and filter the noise inherent in the GPS phase

observables while preserving the effect of this ionosphere.

Further steps to be taken in ionospheric modeling applied to GPS could be the

creation of local ionospheric models using estimates of the TEC from GPS line of

sight signals. These models could result in improved ambiguity resolution while pro-

viding local models of the ionosphere, which would be of interest from a space physics

perspective.

As ionospheric modeling improves, GPS positioning will improve. For seismology,

this could eventually mean detection and observation of arrivals that have been in

the past difficult with GPS techniques, such as the initial P- and S-waves, which

have amplitudes approximately an order of magnitude smaller than the surface wave

amplitudes. For airborne gravity, it will result in the improved modeling of local

gravity anomalies, as well as registration of other datasets.

6.2 Orbit Determination and Gravity Recovery with

Image Constraints

Utilizing constraints from spacecraft image data has been shown to improve orbit

determination and gravity recovery capabilities. This was the first time image con-

straints were utilized in NASA/GSFC's GEODYN orbit determination and parameter

estimation software. The new data type performed as expected in that GEODYN
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was able to estimate a stable orbit and gravity field, while reducing the residual RMS

of the image constraints to smaller than the size of the pixel scale of the images.

In terms of orbit determination, this technique can be especially useful for naviga-

tion teams who might typically rely on radiometric range and Doppler measurements.

The application of this technique has been shown to provide constraints on the orbit in

the along- and cross-track directions; it complements the radiometric measurements,

which have the majority of their affect on the radial orbit component.

This technique was further employed to estimate the orientation parameters and

low-degree gravity field of Vesta. It was shown that without image constraints, and

starting with a realistic a priori knowledge of the Vesta orientation and gravity field,

it was impossible to estimate the orientation parameters of Vesta. When the image

constraints were used, the orientation parameters converged to a pole orientation that

agrees with that estimated by the Dawn Science Team, who used the same data, but

a different orbit and geophysical estimation algorithm. In addition to the refinement

of the pole, the gravity field up to degree and order 5, when computed using image

data, showed agreement with the gravity model produced by the Dawn Science Team

in magnitude and spatial distribution.

This technique has possible application on several current missions and will be

useful as NASA plans more missions to small bodies, and challenging space environ-

ments. Most apparently, this includes the Dawn mission to Ceres, as the spacecraft

will arrive in the spring of 2015. Another potential application of planetary naviga-

tion with spacecraft imagery will be on the OSIRIS-REx mission, that aims to collect

a sample from the Near Earth Object (NEO) 101955 Bennu in 2019. NASA currently

has plans to investigate NEOs with human crews. Any robotic scouts sent to NEOs

before the arrival of humans will likely utilize optical techniques to define reference

frames and estimate the gravity fields of these bodies. Finally, future missions pro-

posed to the moons of the outer solar system will likely have high-resolution camera

payloads and will benefit from optical orbit determination, due to the challenges of

using radiometric data from Earth in the dynamic gravity environments in which they

will operate.
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6.3 Conclusion

The techniques presented in this dissertation were shown to improve scientific capa-

bilities for terrestrial and planetary investigations. There is a great potential for their

future application. As new scenarios for the employment of ionospheric modeling

and optical spacecraft navigation are encountered, these techniques will be further

refined. In this process, they will help maximize the scientific output of GPS-based

terrestrial investigations and planetary geophysics.
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