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ABSTRACT 

 
Viral outbreaks follow human history, as illustrated by past and ongoing pandemics. The 

continuous nature of viral threats to global health is dictated by viral evolution, which enables the 

rise of resistance to therapeutic and preventive measures, emergence of new strains, and host 

switching. Addressing all of these challenges requires a deep understanding of all aspects of viral 

evolution at the host–pathogen interface. The underlying root of viral evolution is the high mutation 

rate coupled with relatively short replication times. Rapid accumulation of mutations produces 

mutant viral proteins with new biological functions, such as escape from the host immune system. 

However, such mutations are generally deleterious to protein structure or folding and thus confer 

a high biophysical cost, which most viruses are not equipped to address on their own. In contrast, 

host cells have an extensive chaperone network, which assists folding and resolves misfolding of 

endogenous cellular proteins. Chaperone assistance also facilitates evolution of host proteins, 

and, recent evidence suggests, of viral proteins as well, arising from the extensive involvement of 

chaperones in the viral lifecycle. In this thesis, I address the implications of host chaperones 

potentiating viral protein evolution. First, I describe how influenza virus resolves the biophysical 

cost of adaptive mutations by exploiting host chaperones. High-throughput profiling of influenza 

nucleoprotein mutational tolerance revealed the dependence of a key 1918 Spanish Flu adaptive 

variant on the availability of host chaperones. Limited access to host chaperone assistance, 

especially at fever temperatures, restricts accessibility of this structurally deleterious innate 

immune escape variant. Next, I address molecular details of chaperone folding assistance 

required for efficient propagation of this adaptive mutant. This work provides the first experimental 

evidence of host chaperones defining the accessibility of evolutionary important protein variants. 

Such dependence on host chaperone assistance highlights the vulnerability of rapidly mutating 

viral proteins. Finally, I demonstrate that excessive upregulation of the host proteostasis network 

can also render viruses vulnerable and restrict HIV-1 replication. Overall, interaction with the host 

chaperones is a critical determinant of viral evolution, and the extent of such interaction has to be 

carefully regulated throughout the viral life cycle. 

 
Thesis Supervisor: Matthew D. Shoulders  
Title: Whitehead Career Development Associate Professor 
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Chapter Abstracts 

 

Chapter 1. The need, the cost and the tools for evolution of viral proteins 

As illustrated by past and ongoing pandemics, viruses continue to impose a global health threat. 

The root of such a threat is the inherent high mutation rate coupled with small genomes and 

short replication times. These properties translate into the ability of viruses to efficiently evade 

the host immune response and antiviral treatment within a short amount of time. However, 

adaptive mutations, that drive viral evolution towards drug and immune resistance, are often 

biophysically deleterious, increasing the propensity for viral proteins to misfold and thereby 

hampering viral replication. Host protein folding factors called chaperones interact extensively 

with viral proteins, and are thus theoretically well-poised to assist the folding of biophysically 

defective adaptive variants. An important implication of such assistance is the access of viral 

proteins to evolution buffering function of the host chaperones. Recent work provided the first 

experimental evidence of chaperones defining the evolutionary trajectories and mutational 

tolerance of viral proteins. These fundamental discoveries provide the foundation for 

investigating the direct role of host chaperones in viral adaptation to restrictive replication 

environments. 

 

Chapter 2. Host chaperones address the biophysical cost of influenza innate immune 

escape 

The threat of viral pandemics demands a comprehensive understanding of evolution at the 

host–pathogen interface. We show that adaptive mutations responsible for innate immune 

system escape by influenza are made possible by the hijacking of host chaperones to resolve 

serious protein folding defects caused by the mutations. Particularly noteworthy, we observe 

that the Pro283 nucleoprotein variant, which (1) is conserved across human influenza strains, 

(2) confers resistance to the MxA restriction factor, and (3) critically contributed to adaptation to 

humans in the 1918 pandemic influenza strain, is rendered unfit by heat shock factor 1 

inhibition-mediated host chaperone depletion at febrile temperatures. Thus, influenza subverts 

host chaperones to uncouple the biophysically deleterious consequences of viral protein 

variants from the benefits of immune escape. In summary, host proteostasis plays a central role 

in shaping influenza adaptation, with implications for the evolution of other viruses, for viral host-

switching, and for antiviral drug development. 
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Chapter 3. HSF1 activation can restrict HIV-1 replication 

Host protein folding stress responses can play important roles in RNA virus replication and 

evolution. Prior work suggested a complicated interplay between the cytosolic proteostasis 

stress response, controlled by the transcriptional master regulator heat shock factor 1 (HSF1), 

and human immunodeficiency virus-1 (HIV-1). We sought to uncouple HSF1 transcription factor 

activity from cytotoxic proteostasis stress and thereby better elucidate the proposed role(s) of 

HSF1 in the HIV-1 lifecycle. To achieve this objective, we used chemical genetic, stress-

independent control of HSF1 activity to establish whether and how HSF1 influences HIV-1 

replication. Stress-independent HSF1 induction decreased both the total quantity and infectivity 

of HIV-1 virions. Moreover, HIV-1 was unable to escape HSF1-mediated restriction over the 

course of several serial passages. These results clarify the interplay between the host’s heat 

shock response and HIV-1 infection, and promote continued consideration of chaperones as 

potential antiviral therapeutic targets. 

 

Chapter 4. Conclusions and future directions 

I briefly review and conclude the results described in the thesis and outline my perspective on 

future directions in elucidating the molecular mechanisms of chaperone-mediated viral protein 

evolution and understanding the role of these mechanisms in viral pathogenesis and emergence 

of resistant variants. 

 

Appendix A. Elucidating the host factors essential for assisting the folding of the 

influenza nucleoprotein Pro283 variant 

In the Appendix, I review the development of experimental system for elucidating the individual 

HSF1-controlled host factors, which assist folding of influenza nucleoprotein Pro283 variant. We 

have optimized the method for NP gene delivery and pull-down, and successfully performed the 

first mass-spectrometry based proteomics experiment to investigate NP host interaction 

partners in the absence of the host proteostasis perturbation. The successful pilot NP 

interactome screen provided initial insights into the prospective important host interactors. We 

are now well-positioned to pursue a systematic investigation of NP host interactome in different 

host proteostasis environments. 
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Although we can continue to marvel at the adaptability of RNA viruses… rather than 

thinking about what RNA viruses can do in their evolution, we should concentrate on their 

limitations. RNA viruses might be more at the mercy of their mutation rates than we think. 

Edward C. Holmes. Trends Microbiol. 2003. 
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1.1 Overview 

Viral infections constitute a continuous threat to global health despite active advances in 

healthcare and disease control and prevention measures1. Minimalistic structure, fast replication 

and effective transmission routes equip viruses for causing global outbreaks such as the 1918 

Spanish flu pandemic, acquired immunodeficiency syndrome (AIDS) epidemic and the ongoing 

coronavirus (COVID-19) pandemic, which has already infected more than 18.4 million people 

worldwide and claimed more than 0.7 million of lives2. The persistence of existing pathogens 

and emergence of novel viruses dictate the urgent need for a comprehensive view of the 

principles and determinants of viral evolution. 

Mutations fuel the evolution of 

viruses, allowing them to quickly adapt to 

environmental changes with minimal 

sacrifice of structural integrity and function 

of viral proteins. Many RNA viruses, such 

as influenza and human 

immunodeficiency virus type 1 (HIV-1) are 

particularly well-positioned for rapid adaptation, enabled by their high mutation rate relative to 

other organisms3 (Figure 1.1). Rapid acquisition of mutations drives emergence and fixation of 

escape variants, resistant to treatment. Influenza is a prototypical example. The majority of 

currently circulating influenza strains are already resistant to available antiviral drugs4. The 

efficacy of the influenza vaccine is also limited, thus imposing the need for annual vaccine 

adjustment, repeated global population vaccination and development of alternative vaccine 

formulations5. Overcoming current treatment and prevention shortcomings requires a thorough 

understanding of the complex interactions occurring at the host-pathogen interface. 

Viral replication involves extensive interactions between viral and host components6-7. 

While the virus is striving to efficiently generate and spread its progeny using the host’s 

resources8, the host attempts to defend itself with the available immune system arsenal. This 

standoff implies multiple intermolecular interactions, both enabling and restricting viral 

replication. These interactions set the direction of viral protein evolution: variants that are more 

susceptible to host restriction are eliminated while mutants that decrease restrictive molecular 

interactions with the host are enriched. However, in addition to functional benefits or 

disadvantages, mutations also impose a biophysical cost to protein stability and folding. 

Figure 1.1. Mutation rates of different 
biological entities. 
Adapted from Gago, S. Science 20093. 
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Protein biophysics fundamentally restricts protein evolution9. Mutations typically 

destabilize protein structure10. If mutant proteins fail to adapt their functional conformation, such 

mutations will be purged from the population because of compromised vital functions of those 

proteins. Thus, even if a mutation theoretically could confer a potential phenotypic benefit, such 

as superior immune escape, it will remain inaccessible if it drastically perturbs protein folding or 

stability (Figure 1.2)11. Viruses are generally not equipped with molecular tools to address 

protein stability and folding issues on their own. In some cases, deleterious effects of mutations 

can be partially alleviated by the acquisition of additional epistatically stabilizing mutations 

(Figure 1.2)12-13. In contrast, host cells have a complex proteostasis network positioned to solve 

these types of mutation-induced protein folding and stability problems by assisting the folding of 

endogenous cellular proteins through the functions of numerous chaperones14. Viruses actively 

interact with diverse host cell proteostasis components6, 15, and inhibition of individual host 

chaperones can restrict viral proliferation16-17.  

 

Figure 1.2. Protein evolution is fundamentally constrained by stability. 
During evolution, a protein acquires mutations, which drive its amino acid sequence further 
away from the wild type towards developing a new biological function (for example, immune 
escape for viral proteins). Mutations generally negatively impact protein folding and stability. 
In rare cases, destabilizing effects of a certain mutation can be partially mitigated through 
epistasis. Mutations that drastically perturb protein structure and cause misfolding cannot 

persist in the population. Adapted from DePristo et al. Nat. Rev. Genet. 200511. 



26 
 

Dependence on host proteostasis assistance is a pharmacologically under-exploited 

vulnerable step in the viral life cycle. Importantly, host proteostasis is not only one more host 

resource that viruses exploit during replication8, but it is also a potential mechanism for guiding 

viral evolution. Host chaperones facilitate evolution of their endogenous cellular protein clients18 

and define evolutionary trajectories of viral proteins19. The implications of chaperone-guided 

viral evolution can span emergence of novel viral strains, host switching and adaptation, as well 

as the development of viral resistance mechanisms refractory immune surveillance and drug 

treatment. Below, I review known forces that drive and restrict evolution of viral proteins, 

followed by discussing the roles that the host proteostasis can potentially play in the evolution of 

viral proteins, as well as the epidemiological relevance of these phenomena. 
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1.2 Viruses evolve under constant selection pressure by mutating rapidly 

Viruses are obligatory parasites proliferating at the expense of their host20. Coexistence 

of a virus and a host implies dynamic adaptation of both parties, driving the arms race of the 

host to reduce the burden of viral replication and evolution of the virus to bypass the host 

defense strategies21-22. Such coevolution directs viral genetic variation23 towards changes that 

maximize viral fitness in a given environment24. Understanding the forces that facilitate and 

constrain viral evolutionary paths is necessary for predicting evolutionary dynamics with critical 

implications in medicine and global health. 

A high inherent rate of genetic variation enables rapid viral evolution3, 25. While there are 

two main sources of genetic variation: mutation and recombination23, this work focuses 

exclusively on mutations. Viruses with small genomes, especially RNA viruses, possess the 

highest mutation rates relative to other viruses and cellular organisms (Figure 1.1)26. RNA 

viruses replicate with extremely low fidelity originating from the function of error-prone 

polymerases27 and reverse transcriptases28, both of which lack proofreading activity. For 

example, mutation rates of influenza and human immunodeficiency virus type 1 (HIV-1) are 4.5 

× 10−5 and 4.9 × 10−5 substitutions per nucleotide per replication cycle, respectively29. 

Accounting for the genome size, these values translate into 0.6 and 0.4 mutations per genome 

per replication cycle. Depending on the measurement method used, these mutation rates can 

be even higher than values derived from genome sequencing estimates, mentioned above. For 

instance, a recent more accurate method of measuring the influenza mutation rate revealed an 

average of 2 – 3 mutations per genome per generation30. Similarly, a mutation rate of 4 

mutations per genome per replication cycle for HIV-1 was recently estimated in vivo, attributing 

the 10-fold increase over cell-based assay estimates to the large contribution of mutagenic host 

antiviral restriction factors31. In contrast to the above mentioned examples, the mutation rates of 

other organisms are multiple orders of magnitudes lower. For example, mutation rates for 

Escherichia coli and Caenorhabditis elegans are 4.1 × 10−10 and 2.2 × 10−10 substitutions per 

nucleotide per generation, respectively32-33. Thus, high mutation rates coupled with small 

genomes and short replication times allow viruses to rapidly explore genotypic space and 

identify beneficial mutations. This work focuses on mutations that alter amino acid sequences of 

viral proteins (or nonsynonymous mutations) and are subject to phenotype based selection. 

Mutations that alter viral phenotype are beneficial if they provide a survival advantage for 

the virus. Mutant viral populations are subject to selection pressure from the host defense 

systems, targeted on recognition and clearance of invading pathogens. Viable mutant viruses 
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that successfully bypass multiple levels of the host antiviral response can continue replication 

and spread the infection. Thus, viruses evolve under continuous pressure from their host. 

The first line of the host defense system that imposes selection on evolving viruses is 

the innate immune system34. In response, viruses developed strategies to evade the innate 

immune response by either adapting viral proteins to interfere with the host’s antiviral 

pathways35 or leveraging viral genetic variation to escape from undesired intermolecular 

interactions with individual restriction factors36. An example of the former strategy is interferon 

response deactivation37 by production of viral-encoded interferon antagonists38. Interferons are 

cytokines that are produced in response to sensing viral genomes by specialized classes of host 

cell receptors (Figure 1.3A)39. The interferon molecules are then secreted to alert the adjacent 

cells40, to limit the viral spread by activating the adaptive immune system41. Viral proteins can 

antagonize multiple stages of the host interferon response. For example, Dengue virus reduces 

type I interferon production in human dendritic cells42. Non-structural proteins of influenza43 and 

other viruses44-45 prevent interferon signaling. Human adenovirus protein E1A compromises 

interferon-induced gene expression, designated to mount the downstream antiviral response46. 

The HIV-1 accessory proteins ,Vif and Vpu, counteract antiviral protein products of the 

interferon response47. However, in contrast to generally established antagonism of viral proteins 

towards conserved host’s targets48, genetic variation remains a continuous source of viral 

diversity25, leading to emergence of novel viral protein variants, conferring immune escape. 

Intermolecular interactions between individual host restriction factors and viral proteins 

promote enrichment of mutations that abrogate innate immune replication restriction. A striking 

example is introduction of point mutations into influenza nucleoprotein that allow viral genome 

complexes with nucleoprotein and polymerase to evade recognition by the host restriction factor 

MxA (Figure 1.3B)49. Acquisition and fixation of such mutations played a key role in the 

emergence of pandemic human influenza strains in both 1918 and 2009. DNA viruses can also 

evade host innate immunity by acquiring mutations, despite their lower mutation rate compared 

to RNA viruses3. For instance, a murine cytomegalovirus gains mutations in the m157 open 

reading frame during a single infection of immunodeficient mice, which lack the adaptive 

immune response and only possess innate immunity50. These mutations abrogate recognition of 

the virus by the natural killer cells receptor. Mutations can not only relieve the virus of inhibitory 

interactions with the host, but also assist in developing novel escape mechanisms by 

establishing additional host-pathogen interactions. For example, a mutation in Zika virus NS1  
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Figure 1.3. Influenza replication cycle (center) and sources of selection pressure. 
(A) The host cells sense incoming viral genomes by pattern recognition receptors (PRR)39 and 
activate interferon response. Interferon molecules are produced, secreted to alert the adjacent 
cells and trigger activation of interferon stimulated genes (ISGs)40. (B) Host restriction factors, 
such as MxA, inhibit viral replication by establishing intermolecular interactions with viral 
proteins49. (C) Antibodies are produced by the adaptive immune system and target a specific 
set of residues of the viral surface proteins. Antibody binding blocks viral surface proteins from 
performing their functions53, 54. (D) Proteasomal degradation of viral proteins produces short 
peptides (antigens), which can be displayed on the cell surface by major histocompatibility 
complex (MHC) class I. Such antigen presentation attracts specialized cytotoxic T-
lymphocytes (CTLs), which recognize and destroy infected cells61. (E) Antiviral drugs typically 

target viral surface proteins, bind to distinct pockets and interfere with viral protein function69. 
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gene was introduced in 2012 that allowed the mutant NS1 protein to bind the cellular kinase 

required for interferon regulation and to antagonize the interferon-β induction51. Thus, mutations 

functionally complement the antagonism strategy of viruses in evasion from the host innate 

immunity. 

Following the initial non-specific response to viral infection, the innate immune system 

activates the specialized adaptive immune response, which is tailored to recognize and select 

for a narrow set of residues of the viral surface proteins. This response is the production of 

virus-specific antibodies by B lymphocytes52. Neutralization is achieved by direct binding of 

antibodies to their epitopes on viral surface proteins (Figure 1.3C)53-54. Thus, antibodies 

recognize and exert selection pressure on those protein residues that they can sufficiently 

access and bind. Mutation of residues at the antigen-antibody interface is sufficient to abolish 

neutralization and restore the effective viral replication. Mapping all possible point mutations of 

different viruses that enable escape from neutralizing antibodies is important for efficient 

vaccine design and can be achieved using recently developed high throughput screening 

methods55-59. 

In addition to viral surface proteins, internal proteins are also targeted by the adaptive 

immune system through cytotoxic T lymphocytes (CTLs)60. During virus replication, some of the 

viral proteins are degraded into peptides, which can bind to the major histocompatibility complex 

(MHC) molecules and be presented on the cell surface, thus recruiting CTLs to kill infected cells 

(Figure 1.3D)61. In contrast to antibodies that recognize generally highly variable surface 

proteins, CTLs predominantly recognize more conserved internal viral proteins62-66. This 

observation prompted vaccine development targeted at eliciting not only antibody, but also CTL 

responses61. However, point mutations can still enable CTL escape67-68. Nonetheless, both 

antibody-producing B-lymphocytes and CTLs provide pathogen-specific defense and can persist 

in the human body for years after initial exposure to pathogen, thus creating immune memory. 

Such memory provides both a much more rapid response to a repeated infection with the same 

pathogen and a continuous selection pressure on immunogenic epitopes in viral proteins. 

Finally, antiviral drugs bind a small group of residues in viral proteins and thus select for 

point mutations that disrupt binding and restore viral replication (Figure 1.3E). Small molecule-

based antiviral treatments are currently available for a variety of viruses including influenza69, 

HIV-170, hepatitis B71 and C72, and typically block certain steps in the viral life cycle. However, 

after initial success of reducing viral loads, these treatments often lose efficacy due to the 

emergence of resistance73. Influenza is an example illustrating the rapid accumulation of 
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resistance conferring mutations74, rendering the majority of current circulating strains resistant to 

available medications. The problem of antiviral drug resistance is exacerbated by the slow rates 

of novel drug discovery and approval, which can require decades. Altogether, functionally 

beneficial mutations in viral proteins pose a serious challenge for treatment and constitute a 

threat to global human health. 

However, despite the phenotypic advantage of certain mutant viral protein variants, the 

vast majority of mutations are deleterious to the virus. First, mutations can not only confer 

resistance, but also make the virus more vulnerable to host restriction. For example, despite the 

viral protein antagonist strategy of suppressing the interferon response, point mutations in viral 

proteins can still render the virus sensitive to interferon restriction and cut short viral replication. 

Hence, the recent discovery of mutations across the entire influenza genome that both induce 

interferon sensitivity and increase immunogenicity by provoking a stronger interferon response 

than the wild type virus75. While such mutations serve as invaluable targets for vaccine design, 

mutant viruses face significant replication challenges in vivo. Similarly, mutations in influenza 

polymerase can disrupt the integrity of the viral genome-polymerase complex and expose the 

viral RNA panhandle – a viral transcription and replication promoter, created by partially 

complementary 5′ and 3′ sequences. The exposed panhandle can be then recognized and 

bound to the host RIG-I RNA helicase, which inhibits viral replication76. Thus, not all mutations 

are beneficial for evolving viruses and, in fact, the majority of mutations are deleterious to viral 

proteins, conferring a significant fitness cost. In addition to environmental selection pressure, 

discussed above, fundamental protein biophysics is the critical determinant of protein evolution. 
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1.3 Functional mutations often have biophysical costs for viral proteins 

Mutations that provide phenotypic advantage to viruses often also impair viral fitness. 

Surface viral proteins are standout examples as they remain under stringent immune selection 

pressure and need to maintain their functions essential for viral entry into the host cells and 

subsequent replication. For instance, influenza hemagglutinin (HA) can escape neutralizing 

antibodies by acquiring new glycosylation sites through point mutations. However, such escape 

mutants decrease receptor binding avidity77. Similarly, escape mutations in HIV-1 envelope 

glycoprotein allow it to evade broadly neutralizing antibodies78 and CTLs79, but also impair viral 

replication. These fitness costs might be so high that the pathogen might revert back to the wild-

type strain80-81 or adjust its lifecycle according to selection patterns, such as timing of drug 

therapy82. In that regard, the viral mutation rate becomes a critical determinant of viral evolution, 

which has to be finely tuned to prevent virus replication failure due to excessive accumulation of 

destabilizing mutations. 

Viruses have to balance their adaptation to a continuously changing environment and 

genetic fidelity, both of which are necessary for survival. Error-prone replication causes viruses 

to exist as a quasispecies – a dominant wild-type sequence, surrounded by a group (cloud) of 

closely related mutants83. The mutant cloud as a whole, and not individual viral variants, is 

subject to evolutionary selection. The dynamic heterogeneous population can be potentially 

advantageous for viral adaptation to environmental changes. However, the rate of accumulating 

and diversifying this pool of mutants cannot be increased indefinitely, because it will eventually 

lead to accumulation of lethal errors and loss of biological information once the mutation error 

threshold is crossed84. This dichotomy is especially serious for RNA viruses, possessing the 

highest mutation rates among viruses29. Any additional increase of the mutation rate, for 

example by using chemical85-86 or cellular87 mutagens, can render viral population non-viable by 

pushing it beyond the error threshold. Thus, replication fidelity is finely tuned, and its 

perturbation by point mutations in viral replication machinery can alter viral growth88. However, 

even if the mutation acquisition rate is optimal, the landscape of mutations available for a virus 

to explore is limited by fundamental protein biophysics. 

Each mutant protein variant is characterized by its functional performance, or fitness, 

contributing to the ability of a virus as a whole to adapt and produce infectious progeny in a 

given environment. The relative viral fitness can be experimentally determined by performing 

viral growth competitions between genetically distinct viruses89-90. Linking fitness to individual 
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genotypes informs the fitness landscape, comprised of fitness peaks of the most fit variants, 

valleys of relatively neutral variants and pits of poorly performing mutants91 (Figure 1.4). During 

viral adaptation to a new environment, mutated viral proteins explore the sequence space and 

thus move along the fitness landscape. The fitness landscape is useful for predicting viral 

evolution92 and thus informing design of novel vaccines93, and can be inferred experimentally94 

and computationally93, 95. However, the virus explores only a small part of the fitness landscape 

due to the destabilizing impact of mutations, which restrict the accessible protein evolutionary 

trajectories. The composition of viral quasispecies and individual 

biophysical properties of viral variants at a given time direct the 

course of viral evolution.  

The biophysical effect of mutations is the critical 

determinant of protein evolution. Mutations that are represented in 

viral quasispecies at a given time can be deleterious, neutral and 

beneficial to the viral fitness. However, mutations are generally 

destabilizing to protein structure10. Thermodynamic stability of 

proteins is typically low, with the free energy (ΔG) ranging 

between −3 and −10 kcal/mol (Figure 1.5). Mutations can change 

the protein free energy by as much as 0.5 – 5 kcal/mol on average 

and thus drastically perturb protein stability11. Kinetic stability, 

Figure 1.5. Free energy 
diagram, illustrating 
thermodynamic (ΔGT) 
and kinetic (ΔGK) 
protein stability. 
Adapted from Colόn, W. 

Biochemistry 201796. 

 

Figure 1.4. Fitness landscape visualization. 
The X and Y axes determine viral protein phenotype and Z axis defines viral variant fitness, 
measuring the performance of mutant viral proteins in a viral life cycle. Each sphere represents 
a certain amino acid sequence of an evolving protein. Arrows represent evolutionary steps – 
single changes between the two neighboring sequences. Typically, evolutionary changes are 
small (short arrows), however in rare cases the change can be drastic (long arrow). Three 
alternative evolutionary paths originating from the same starting sequence (grey sphere) are 
illustrated with arrows and colored spheres. 



34 
 

defined by protein folding (Figure 1.5), also has liabilities. While the marginal stability of 

proteins allows for their dynamic turnover within living systems, it also imposes a low barrier for 

stability, structure and function disruption by destabilizing mutations96. The extent of protein 

ability to remain functional in spite of mutation, termed mutational tolerance or mutational 

robustness, defines which mutations can persist in the viral quasispecies population. 

Mutational robustness is an important protein property, which depends on protein 

structure and can be predicted computationally97-98 or quantified experimentally99. RNA viruses 

generally have a high mutational robustness, which allows them to rapidly accumulate multiple 

adaptive mutations while maintaining their biological integrity. However, mutational tolerance of 

individual viral proteins can vary greatly. The two striking examples of viral proteins with 

drastically different mutational tolerances are influenza hemagglutinin and measles virus 

glycoproteins. Influenza and measles are both RNA viruses with similar mutation rates29, 100. 

However, evolution of influenza HA drives the rapid emergence of novel antigenic variants101, 

while measles virus surface proteins lack such antigenic variation102. An explanation for this 

discrepancy lies in the structural flexibility of the two surface proteins’ structures. Influenza HA , 

and especially its head domain, is structurally flexible, tolerating numerous mutations and 

insertions99, 103. This property promotes the emergence and accumulation of mutant influenza 

viruses with altered HA proteins. Such alterations might be not drastic enough to perturb 

influenza HA biological functions, but sufficient to abolish interactions with the host’s antibodies. 

Accumulation of such mutations fuels antigenic variation and antibody escape55-56, 104. In 

contrast, surface proteins of the measles virus are structurally rigid and do not tolerate 

mutagenesis105. The lack of structural flexibility prevents measles virus from accumulating 

mutations in surface glycoproteins and thus driving antigenic variation in a way similar to 

influenza HA. Instead, the structures of measles virus internal proteins are more 

accommodating to mutations and insertions, making internal proteins major sources of variation 

between measles strains106. Thus, mutational tolerance of the viral surface protein structure 

defines the long-term effectiveness of acquired immunity. However, fitness effects of individual 

mutations are not independent of each other, and their genetic context is important to consider. 

The effect of a new mutation on a protein can depend on the context of other mutations 

– a phenomenon known as epistasis12. Epistasis is likely to arise during adaptive protein 

evolution107. For example, the acquisition of five epistatically stabilizing mutations in influenza 

neuraminidase allowed acquisition and fixation of the critical H275Y amino acid substitution, 

conferring oseltamivir resistance during 2007 – 2009 H1N1 influenza season (Figure 1.6A)108. 
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Similarly, influenza nucleoprotein evolution marked fixation of mildly stabilizing mutations just 

before the acquisition of destabilizing mutations (Figure 1.6B), necessary for immune 

escape109. Moreover, epistasis is not constrained to direct and short evolutionary paths on the 

fitness landscape. Indirect trajectories involving gradual acquisition and loss of mutations can 

act as alternative routes of adaptation110. However, epistatic stabilization of protein structure has 

its own limits. Strongly stabilizing mutations are exceptionally rare. Moreover, such epistasis is 

incomplete because it is antagonistic111, causing smaller effects in combination than expected 

from effects of individual mutations112. Finally, the complexity of protein folding can dramatically 

affect epistasis13.  

Mutations affect not only the final folded protein structure, but also the folding process 

itself, which might require external assistance. Mutations can alter the stability and structure of 

folding intermediates, as well as the folding kinetics113. In extreme scenarios, a mutation can 

drastically change the fold of the protein114. In a crowded cellular environment, mutations can 

also disrupt the essential molecular interactions, as well as cause undesired interactions. 

Molecular chaperones can address such detrimental effects of mutations by providing folding 

assistance113. Such assistance allows proteins to explore the sequence space more efficiently, 

hence facilitating protein evolution18. 

  

 

Figure 1.6. Two mechanisms of epistasis during protein evolution. 
(A) Non-specific epistasis allows fixation of a functionally beneficial mutation (blue star) after 
acquisition of a strongly stabilizing mutation (orange star). (B) Specific epistasis requires initial 
acquisition of a certain mutation, which by itself does not drastically perturb protein stability 
but is required for emergence of a functionally beneficial mutation. Specific epistasis enables 
less mutations than non-specific. In the absence of any epistasis, the phenotypically beneficial 
mutation drastically destabilizes the protein, causing protein misfolding. Adapted from Starr, 

T.N. and Thornton, J.W. Protein Sci. 201612. 
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1.4 Host proteostasis is positioned to mitigate the protein folding cost of viral 

evolution 

Protein folding is critical to protein function. Viruses encode a limited subset of proteins, 

each of which typically has more than one function in the viral life cycle. Interruption of any of 

the vital functions due to mutation-provoked misfolding can be lethal for the virus, even if the 

mutation could theoretically provide an adaptive benefit. Previous experiments demonstrated 

that adaptive mutations conferring a beneficial evolutionary change for the virus perturb protein 

folding stability and have to be accompanied by structure-stabilizing secondary mutations to 

persist in the population109, 115. Thus, the deleterious effect of mutations to protein folding 

imposes a significant constraint on viral protein evolution. The evolving viruses have to resolve 

the protein folding issues of mutated viral proteins in order to access the functional advantage of 

acquired mutations.  

The dynamic nature of a nascent polypeptide chain, marginal stability of folded proteins 

and risk of protein misfolding imposed by internal and environmental factors justify the need for 

specialized assistance in protein folding and structural maintenance. Host cells have developed 

a dynamic system termed the proteostasis network for assisting and regulating folding for 

thousands of its client proteins14 (Figure 1.7). The proteostasis network is comprised of multiple 

chaperones, quality control molecular machinery, trafficking and degradation components and 

regulatory signaling pathways, enabling protein folding in a complex cellular milieu. Different 

cellular compartments are equipped with the proteostasis network branches and components 

that provide specialized assistance for their client proteomes116-118.  

The proteostasis network is responsible for not only routine maintenance of the cellular 

proteome, but also for a rapid cellular response to environmental changes. A variety of internal 

 

Figure 1.7. The proteostasis network maintains cellular proteome. 
The proteostasis network is responsible for protein folding, trafficking, quality control and a 
timely degradation. 
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and external stimuli, such as heat, oxidative stress, 

invading pathogens and errors in protein synthesis 

steps can cause proteome stress. Stress-driven 

accumulation of misfolded or aggregated proteins 

triggers the specialized cellular stress responses, 

targeted to clear the burden of compromised protein 

homeostasis. Such stress responses include the heat 

shock response (HSR) in the cytosol116, and the 

unfolded protein responses (UPR) in the endoplasmic 

reticulum (ER)117 and mitochondria119 (Figure 1.8). 

These responses promote expression of molecular 

chaperones, which address the mutational and 

environmental damages to protein structure and restore 

optimal protein homeostasis.  

The ability to address and resolve deleterious impacts of genotypic changes on protein 

structure enables chaperones to facilitate adaptive protein evolution. The pioneering work by S. 

Lindquist on the Hsp90 molecular chaperone demonstrated that Hsp90 buffers evolution of its 

client proteins120. Deleterious mutations in Hsp90 clients condition those proteins for prolonged 

Hsp90 binding, thus masking the phenotypic effect of such mutations. Inhibition of Hsp90 

uncovers the pool of mutant proteins, or ‘cryptic variation’, which can then lead the evolution 

towards novel phenotypical traits121. Another example of chaperone buffering of deleterious 

mutations was observed for the GroEL/GroES prokaryotic system, which assists in folding 

~10% of all soluble E. coli proteins. Overexpression of these chaperonins causes the increased 

accumulation of mutations122. The groundbreaking work on Hsp90 and GroEL/GroES triggered 

extensive interest in exploring the chaperone potential in mediating protein evolution19, 123-126.  

The essential functions of the proteostasis network, discussed above for the host cells, 

mark its potential significance in the viral lifecycle as well. Rapid accumulation of mutations by 

evolving viruses possesses a high risk of producing misfolded proteins with compromised 

functions. The limited number of virus-encoded proteins typically implies their versatility. 

Interruption of even one of viral protein functions can be lethal127. Although a few viruses do 

encode their own chaperone-like proteins128-130, majority of viruses lack protein folding 

machinery. Host chaperones are thus well-positioned to address the viral protein misfolding 

problems in a fashion similar to their endogenous clients. 

 

Figure 1.8. Protein misfolding 
stress responses. 
Accumulation of misfolded proteins 
activates proteostasis network 
branches in cytosol, endoplasmic 
reticulum and mitochondria. 
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Viruses upregulate and 

extensively interact with host chaperones 

during replication. Multiple previous 

studies highlighted the intimate interplay 

between viral proteins and host 

proteostasis network components 

(Figure 1.9)6-7, 131. Known folding 

mechanisms of some viral proteins 

directly involve host chaperones 

assistance in reaching functional protein 

conformation132-135. For example, 

influenza hemagglutinin folding 

intermediates bind calnexin and 

calreticulin chaperones, which prevent HA aggregation and incorrect folding132. In addition, host 

chaperones also enable important post-translational modifications, such as addition of glycans 

to viral surface proteins and thus masking them from the host immune system surveillance136-137. 

Finally, multiple viruses also provoke host stress responses to reprogram the host cells to 

produce large amounts of viral proteins within a short time period138-141. 

The role of chaperones in viral replication spans beyond just protein folding assistance 

and expands into multiple stages of a virus life cycle15. Additional vital functions of cellular 

chaperones include assistance in cellular entry142, viral capsid uncoating143, nuclear entry144, 

genome replication145, gene expression146, capsid assembly147 and maturation of viral 

particles148. Restricted availability and activity of the host chaperones can endanger viral 

survival16. Hsp70 and Hsp90 are the most extensively studied viral protein interactors, and their 

pharmacological inhibition suppresses viral replication17, 149. However, in contrast to extensively 

demonstrated roles of chaperones in sustaining viral infection, their possible role in promoting 

evolution of viral proteins gained significant attention only recently. 

Exploitation of the host chaperones provides viruses with access to chaperone-mediated 

buffering of genetic variation. The ability of chaperones to buffer destabilized mutant proteins 

enables them to accelerate evolution of their client proteins150-152. Such property positions 

chaperones as invaluable host cell assets for promoting more extensive exploration of the 

amino acid sequence space by evolving viral proteins. Recent development of tools for 

perturbing the host proteostasis network (Figure 1.10A)153-154 and high-throughput profiling of 

 

Figure 1.9. Viral proteins actively engage host 
chaperones. 
Each line represents a specific interaction 
between influenza proteins (colored rectangles) 
and host chaperones (grey ovals)6-7, 130. 
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mutational landscape available to viral proteins (Figure 1.10B)56-57, 109, 155 allowed a thorough 

investigation of proteostasis influence on viral evolution. Our laboratory recently reported the 

first experimental evidence of proteostasis network shaping influenza evolutionary trajectories19 

and defining viral protein mutational tolerance156. Next, the molecular role of Hsp90 chaperone 

in balancing the protein stability and aggregation propensity of evolving poliovirus protein was 

demonstrated125. Taken together, these reports provide initial insights into the roles of host 

proteostasis as one of determinants of viral protein evolution. However, the epidemiological and 

therapeutic relevance of such interaction is yet to be determined. Application of the latest 

experimental tools  (Figure 1.10), guided by the known viral escape routes from the host’s 

defensive strategies55-56, 104, 157 may reveal previously unknown mechanisms that viruses use for 

developing resistance, adaptation and host-switching. 
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Figure 1.10. Tools for investigating the role of chaperones in viral protein evolution. 
(A) Proteostasis tools include: chemical, genetic and chemical genetics tools for manipulating 
activity and levels of individual chaperones and whole proteostasis branches152-153. (B) Tools 
for studying viral evolution include classical serial passaging experiments for assessing the 
long-term evolutionary effects and deep mutational scanning coupled with low-error 
sequencing for high-throughput mutational profiling of viral proteins19, 56-57, 108, 154. 
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1.5 Summary 

Rapid and successful adaptation of viruses to changing environmental conditions is the 

source of a continuous global health risk. The inherent low replication fidelity enables viral 

proteins to efficiently overcome immune and therapeutic restriction without compromising vital 

protein functions. Due to resistance problem, therapeutic efforts start to expand their scope from 

targeting constantly changing viral proteins29 to more evolutionary stable host factors, which are 

critical for viral replication15. However, despite extensive interactome studies in the past, a 

comprehensive view of how the host mechanisms guide evolution of viral proteins is still 

missing. Understanding this concept is a critical milestone in evolutionary biology with direct 

therapeutic implications. 

Acquisition of new protein functions is driven by mutations, which come at a cost to 

protein structure. Mutations that alter protein-protein or protein-small molecule interactions can 

confer phenotypic benefits, such as immune escape and drug resistance. However, mutations 

generally destabilize protein structure and endanger proper protein folding10-11, 85. Compromised 

protein folding can have lethal consequences for viruses, which heavily depend on the optimal 

performance of their proteins with complex secondary and tertiary structures. Being unable to 

address the folding issues with a limited set of their own proteins, viruses might seek help from 

their vast host interactome partners. Among those, host chaperones are well-positioned to 

assist folding of destabilized viral proteins. Although the essential role of chaperones in viral life 

cycle was previously supported by limiting viral replication with genetic and pharmacological 

inhibition of chaperones16-17, 149, molecular understanding of how viruses profit from interaction 

with chaperones is yet to be established. 

Host chaperone exploitation can provide assistance in not only folding mutated viral 

proteins, but also in more efficient exploration of the amino acid sequence space, lifting certain 

restrictions imposed by protein stability. Pioneering studies on individual chaperones discovered 

the mutation-buffering and evolution-accelerating roles of chaperones applicable to their 

endogenous client proteins120-122, 124, 150, 158. Recent investigations reported the first observation 

of composition and activity of the host proteostasis affecting the balance between viral protein 

stability and aggregation125, extent of mutational tolerance156 and mutational trajectories, 

available to viral proteins19. The next important steps are to (1) uncover the detailed molecular 

mechanism of how chaperones resolve mutation-induced misfolding of viral proteins and (2) 

investigate the evolutionary implications of such interaction. 
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In Chapter 2, I describe how host chaperones assist influenza innate immune escape. 

Our high-throughput screen of influenza nucleoprotein (NP) mutant variants indicated an 

important adaptive mutation, linked with a high biophysical cost to the protein. Acquisition of the 

mutation conferring innate immune escape in 1918 Spanish flu pandemic strain destabilized the 

NP structure. The destabilized variant fails to efficiently propagate in the absence of external 

folding assistance. The unresolved structural defect outweighs the phenotypic benefit, thus 

compromising viral replication even in presence of the positive selection pressure from innate 

immune restriction factor. We demonstrate that the branch of the host proteostasis network 

under control of the Heat Shock Factor 1 (HSF1) transcription factor provides the necessary 

folding assistance and allows this variant persist and thrive in the population. In Appendix, I 

discuss the possible individual host factors that are likely to be exploited by the virus to resolve 

its biophysical defect and provide the experimental system for elucidating the molecular origins 

and mechanism of such folding assistance. We believe that this finding is generalizable to other 

viral proteins and other viruses and has important implications in viral evolution. 

In Chapter 3, I demonstrate that heat shock response can restrict HIV-1 replication. We 

provide the first experimental evidence of decreased HIV-1 proliferation in the context of 

increased levels of functionally active HSF1, achieved independently of global cellular stress. 

We discuss the possible mechanisms underlying the observed inhibition to chart the future of 

detailed investigations required in this direction. 

In Chapter 4, I conclude by discussing the multi-faceted role of the host chaperones in 

viral replication and evolution. I provide my perspective on ongoing and future directions in the 

field. 

In Appendix, I review the efforts towards elucidating the individual host factors, important 

for assisting NP Pro283 variant folding by assessing the interactome of Pro283 and Ser283 

variants using mass-spectrometry based proteomics. Our initial transfection-based approach for 

NP gene delivery proved to be unreliable due to poor efficiency and reproducibility issues. 

However, engineering the NP-encoding human adenovirus type 5 for NP resolved those issues 

and allowed us to successfully perform the first qualitative mass-spectrometry based proteomics 

experiment to investigate NP host interaction partners in the absence of the host proteostasis 

perturbation. The successful pilot interactome screen highlighted a few host factors which might 

be important for assisting the NP Pro283 variant folding. We are now fully prepared to 

systematically investigate and quantitatively compare the host interactomes of Pro283 and 

Ser283 in different host proteostasis environments. Such investigation would identify the HSF1-
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controlled host factors, which assist in resolving the biophysical defect introduced into NP by 

acquisition of adaptive Pro283 mutation. 
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2.2.  Introduction 

RNA viruses are exceptionally efficient pathogens that leverage host machineries to 

replicate their genetic material, synthesize their proteins, and assemble new virions. Perhaps 

their most remarkable feature, however, is the capacity to rapidly evolve in the face of 

environmental and immune system pressures. Such rapid evolution is largely mediated by a 

high mutation rate1.  

Despite its adaptive benefits, rapid genetic change comes at a significant cost for 

evolving proteins. The majority of amino acid substitutions (especially functionally relevant 

substitutions that alter or create protein activities) are biophysically deleterious, negatively 

affecting either protein folding or stability 2-6
. 

A striking illustration of this phenomenon in RNA viruses is influenza nucleoprotein. 

Nucleoprotein is a globular protein that oligomerizes to encapsulate influenza genomic material 

and mediate its import into the host nucleus, a process that is required for transcription and 

replication of the viral genome 7. Nucleoprotein is strongly conserved relative to the highly 

variable influenza surface proteins targeted by antibodies 8. However, nucleoprotein does 

experience significant selection pressure from the host immune system, including from innate 

immune restriction factors 9-10. In particular, the human restriction factor MxA can prevent 

influenza ribonucleoprotein import 11-13, cutting short the viral replication cycle. 

Adaptive mutations in nucleoprotein that allow escape from human MxA are critical for 

the efficient replication of new influenza strains in humans following zoonotic transmission. In 

just the last century, non-human influenza nucleoprotein was introduced into circulating human 

influenza strains in 2009 and probably in 1918 14-15, leading to the acquisition of MxA resistance 

and ultimately to global pandemics 16-17. While nucleoprotein evolution is driven by immune 

escape, it is nonetheless clear that a delicate balance exists between immune system 

resistance and nucleoprotein stability and folding. Several nucleoprotein substitutions known to 

engender immune escape are destabilizing 9-10, impairing viral growth in the absence of immune 

pressure 16. Apparently, the evolving virus must balance the costs of a nucleoprotein folding 

defect with the benefits of escaping host immunity. 

In theory, any mechanism that allows influenza (or other viruses) to uncouple protein 

folding versus immune escape selection pressures would have tremendous benefits for the 

pathogen. Recent work by us and others suggests that the host’s Hsp90 chaperone can 

modulate the evolutionary paths traversed by viruses 18-19. Neither the mechanism of Hsp90’s 
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effect on viral evolution nor its relevance to actual viral strains is clear. A provocative possibility, 

not yet experimentally explored, is that hijacked host chaperones, whether Hsp90 or any of the 

other dozens of chaperones beyond Hsp90 that interact extensively with influenza 20-21, 

potentiate viral evolution directly by assisting the folding of biophysically defective nucleoprotein 

variants that would otherwise be insufficiently fit to persist in the population. If this hypothesis is 

correct, it would suggest that subversion of host protein folding chaperones by viruses can 

make otherwise inaccessible mutational trajectories leading to immune system escape possible, 

specifically by promoting the folding of escape variants. Such a mechanism for host adaptation 

would have broad implications for the evolution of not only influenza nucleoprotein, but also 

other influenza proteins and other viruses. 

Rigorously testing this hypothesis requires a method to systematically and quantitatively 

evaluate whether and how host proteostasis modulates viral protein mutational tolerance. Here, 

we achieve that objective using deep mutational scanning 22 of influenza nucleoprotein. We 

apply deep mutational scanning in the context of chemical genetic inhibition of the host’s heat 

shock factor 1 (HSF1 23) to create biophysically challenging, chaperone-depleted cellular protein 

folding environments. This high-throughput approach revealed a number of amino acid positions 

in influenza nucleoprotein whose mutational tolerance is strongly reduced in chaperone-

depleted host cells. We confirmed the strong effects of host chaperones on nucleoprotein 

mutational tolerance at a number of these sites using head-to-head competition experiments. 

Most strikingly, the strongly conserved proline (Pro) residue at site 283 in nucleoprotein is 

rendered highly unfit by HSF1 inhibition at febrile temperatures. Pro283 in nucleoprotein is 

known to facilitate escape from the human innate immune system restriction factor MxA 9, 16, a 

feature that critically enhanced the pathogenicity and fitness of the 1918 pandemic influenza 

strain. We further show that Pro283 disrupts a key structural element in nucleoprotein, rendering 

it unstable and aggregation-prone. Host chaperones resolve this folding problem, allowing 

Pro283 to persist in the viral population and thereby promoting MxA escape. 

Collectively, our data demonstrate that viral hijacking of host chaperones addresses 

critical biophysical defects that would otherwise sensitize the virus to host restriction factors. 

This phenomenon thus has tremendous impact on the capacity of viruses to adapt to their 

environments, emphasizing the central importance of a hitherto under-appreciated element of 

the host–pathogen interaction and potentially providing new targets for antiviral intervention.    
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2.3 Results 

2.3.1 Quantifying nucleoprotein variant fitness in distinctive host cell folding 

environments 

We used a deep mutational scanning strategy to systematically and experimentally 

quantify the fitness of nearly all viable single amino acid substitutions in influenza nucleoprotein 

in both basal and biophysically challenging host cell environments. To this end, we employed 

previously reported duplicate nucleoprotein mutant libraries based on the human-adapted 

A/Aichi/2/1968 (H3N2) influenza strain 24, and competed each viral library in Madin Darby 

canine kidney (MDCK) cells. The MxA orthologs in MDCK cells are inactive against all influenza 

strains tested to date 25, and permit robust influenza growth. To create a chaperone-depleted 

host cell environment for viral propagation, we employed a highly specific, chemically inducible 

dominant negative form of HSF1 23, which is the master regulator of cytosolic and nuclear 

chaperone levels 26. At both permissive (37 ºC) and biophysically restrictive, fever-like (39 ºC) 

temperatures, chemical induction of the HSF1 inhibitor reduces cytosolic chaperone transcript 

and protein levels, in both the absence (Figures 2.1 and 2.2A) and presence (Figure 2.2A–B) 

of influenza. Notably, inhibition of HSF1 (termed the HSF1i condition henceforth) did not 

significantly alter the replication of wild-type influenza or host cell metabolic fitness over the 

course of our experiment (Figure 2.2C–D). We anticipated that the fever-like temperature would 

prove moderately more challenging for nucleoprotein folding, potentially restricting the 

accessible mutational landscape, while the depletion of cytosolic chaperones at each 

temperature would assess the potential function of host chaperones in regulating nucleoprotein 

variant fitness.  

To maintain library diversity (approximately 10,000 single amino acid substitutions) 

whilst minimizing co-infection, we infected approximately 107 cells in each host environment 

(Figure 2.3A) with about 106 infectious virions from our biological duplicate viral nucleoprotein 

libraries. In addition to performing deep mutational scanning in biological duplicate, we also 

performed technical duplicates with one of the replicate libraries (Figure 2.4A). Following a 48 h 

infection, we utilized a previously reported barcoded sub-amplicon sequencing strategy 27 to 

accurately quantify the abundance of nucleoprotein variants after replication at both 37 ºC and 

39 ºC with and without host chaperone depletion (Figures 2.4B–D). The change in variant 

frequency upon selection was then normalized to that of the wild-type residue, such that the 

resulting differential selection 28 value provides a quantitative measure of the relative fitness of 
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each nucleoprotein variant in the conditions tested. The results of this analysis can be visualized 

on sequence logo plots (Figures 2.5–2.8). 

 

 

  

Figure 2.1. Transcriptional profiles of modulated host environments. 
(A) Volcano plot of RNA-seq data for HSF1 inhibition at 37 °C. (B) Volcano plot of RNA-seq 
data for HSF1 inhibition at 39 °C. (C) Volcano plot of RNA-seq data for 39 °C relative to 37 °C 
in basal environment. (D) Volcano plot of RNA-seq data for HSF1-inhibited environment at 39 
°C relative to a basal environment at 37 °C. For A–D, transcripts with > 2-fold change and p-

values < 10–5 are shown in red, with outliers labeled. 
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Figure 2.2. HSF1 inhibition is effective during influenza 
infection and does not significantly perturb influenza 
propagation or host cell metabolic activity. 
(A) Protein levels of heat shock protein chaperones in basal 
and chaperone-depleted host cells at 37 °C and 39 °C, in the 
absence or presence of influenza. Representative Western 
blots on the left; quantitation of biological triplicates on the 
right. Arsenite (As(III)) is a chemical stressor that induces the 
heat shock response. (B) Transcript expression in selection 
conditions during influenza infection. (C) Infectious titers 
determined by TCID50 for wild-type A/Aichi/2/1968 (H3N2) in 
selection conditions. (D) Metabolic activity of MDCKdn-cHSF1 
cells in each selection condition, as characterized by resazurin 
assay at 48 hours post-treatment. 
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Figure 2.3. Deep mutational scanning reveals positively selected sites upon 
chaperone depletion at a biophysically restrictive temperature. 
(A) Deep mutational scanning selection scheme: each mutant nucleoprotein (NP) influenza 
library was subjected to selection at 37 ºC and 39 ºC in both basal and chaperone-depleted 
(HSF1i) cells at a multiplicity of infection (MOI) of 0.1 virions/cell. Libraries were deep 
sequenced following replication to quantify the selection on each mutant in the library. 
Mutation differential selection corresponds to the differential selection of a specific NP mutant, 
relative to wild-type NP. Site differential selection corresponds to the sum of the mutation 
differential selection values for all variants at a given NP site. (B) Box plots showing the 
distributions of net site differential selection in both basal and chaperone-depleted (HSF1i) 
cells at 37 ºC and 39 ºC. Each selection was performed in biological triplicate; box plots are 
shown for each replicate. The whiskers show 5th and 95th percentiles, boxes show 25th and 
75th percentiles, line shows median value, and points show outliers. Significance of deviation 
of the mean from zero (no selection) was evaluated by a one-sample t-test; * and *** indicate 
false discovery rates (FDRs) < 0.05 and < 0.0001, respectively. Nested ANOVA accounting 
for replicates and treatment conditions was performed for all selection conditions normalized 
to Basal 37 ºC (p = 0.0031). For pairwise statistical comparisons, p-values are provided in the 
statistics section of the Methods. (C) Representative sequence logo plots showing amino acid 
variants at select sites differentially selected upon relative to wild-type. Size of the amino acid 
letters corresponds to the magnitude of the mutational differential selection, which is on the 
same scale for each selection. Amino acids above the black line are more fit in the selection 
condition compared to the mock-selection condition, amino acids below are less fit, and the 
black line represents behavior of the wild-type amino acid in the selection condition. 
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Figure 2.4. Sub-amplicon sequencing enables quantification of variant frequency. 
(A) Schematic of replicate structure. (B) Sub-amplicon sequencing strategy workflow27. (C) 

Number of reads per barcode. (D) Number of barcodes per sub-amplicon. (E) Correlation plots 

of the absolute site differential selection28 between biological and technical replicates for HSF1 

inhibition at 39 °C compared to a basal environment at 37 °C. Best-fit line is plotted, with 

correlation coefficient and the p-value for significance of the slope deviating from zero shown 

on each plot. 
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Figure 2.5. Representative full sequence logo plot for nucleoprotein: HSF1-inhibited 
environment at 39 °C relative to a basal environment at 37 °C. 
Wild-type influenza A/Aichi/2/1968 nucleoprotein sequence and residue numbers are shown 
below logo plot. Size of the amino acid letters corresponds to the magnitude of the mutational 
differential selection, which is on the same scale for Figures 2.5–8 and Figure 2.15. Amino 
acids above the black line are more fit in the HSF1-inhibited environment at 39 °C compared 
to a basal environment at 37 °C, amino acids below are less fit, and the black line represents 
behavior of the wild-type amino acid in the selection condition. 
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Figure 2.6. Representative full sequence logo plot for nucleoprotein: HSF1-inhibited 
environment at 39 °C relative to a basal environment at 39 °C. 
Wild-type influenza A/Aichi/2/1968 nucleoprotein sequence and residue numbers are shown 
below logo plot. Size of the amino acid letters corresponds to the magnitude of the mutational 
differential selection, which is on the same scale for Figures 2.5–8 and Figure 2.15. Amino 
acids above the black line are more fit in an HSF1-inhibited environment at 39 °C compared 
to a basal environment at 39 °C, amino acids below are less fit, and the black line represents 
behavior of the wild-type amino acid in the selection condition. 
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Figure 2.7. Representative full sequence logo plot for nucleoprotein: 39 °C relative to 37 
°C in basal environment. 
Wild-type influenza A/Aichi/2/1968 nucleoprotein sequence and residue numbers are shown 
below logo plot. Size of the amino acid letters corresponds to the magnitude of the mutational 
differential selection, which is on the same scale for Figures 2.5–8 and Figure 2.15. Amino 
acids above the black line are more fit at 39 °C compared to 37 °C, amino acids below are less 
fit, and the black line represents behavior of the wild-type amino acid in the selection condition. 
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Figure 2.8. Representative full sequence logo plot for nucleoprotein: HSF1-inhibited 
environment at 37 °C relative to a basal environment at 37 °C. 
Wild-type influenza A/Aichi/2/1968 nucleoprotein sequence and residue numbers are shown 
below logo plot. Size of the amino acid letters corresponds to the magnitude of the mutational 
differential selection, which is on the same scale for Figures 2.5–8 and Figure 2.15. Amino 
acids above the black line are more fit in an HSF1-inhibited environment at 37 °C compared 
to a basal environment at 37 °C, amino acids below are less fit, and the black line represents 
behavior of the wild-type amino acid in the selection condition. 
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As expected, we found that the fever-like temperature is restrictive, generally reducing 

the fitness of nucleoprotein variants relative to the wild-type sequence (see net site differential 

selection plots in Figure 2.3B and also the logo plot in Figure 2.7 — Basal 39 ºC vs. Basal 37 

ºC). Host chaperone depletion caused by inhibition of HSF1 modestly reduces nucleoprotein 

variant fitness on average (Figures 2.3B, 2.6 and 2.8 — HSF1i 39 ºC vs. Basal 39 ºC and 

HSF1i 37 ºC vs. Basal 37 ºC), whereas chaperone depletion at the restrictive, fever-like 

temperature substantially reduces the fitness of nucleoprotein variants (Figures 2.3B and 2.5 — 

HSF1i 39 ºC vs. Basal 37 ºC; statistical analyses in Methods). Most strikingly, chaperone 

depletion at elevated temperature results in very high levels of differential selection at several 

specific sites in nucleoprotein, including sites 283, 334, 353, and 377 (Figures 2.3C and 2.5 — 

HSF1i 39 ºC vs. Basal 37 ºC). At each of these sites, multiple amino acids confer strongly 

enhanced fitness relative to the wild-type residue. This phenotype is specifically revealed upon 

host chaperone depletion at 39 ºC, as we do not observe significant positive differential 

selection at these sites upon depleting chaperones at 37 ºC (Figures 2.3C and 2.8 — HSF1i 37 

ºC vs. Basal 37 ºC) and only modest positive differential selection upon increasing the 

temperature in an environment with basal levels of chaperones (Figures 2.3C and 2.7 — Basal 

39 ºC vs. Basal 37 ºC). 

Competitions between thousands of variants are often inherently noisy, largely owing to 

differences in variant composition between replicate libraries 27. However, we observed strong 

correlation for selection on nucleoprotein sites between biological (R2 = 0.71) and technical (R2 

= 0.79) replicates of our deep mutational scanning experiments (Figure 2.4E). Thus, the 

selection strength imparted by host chaperone depletion at a restrictive, fever-like temperature 

substantially exceeds the experimental noise. Moreover, these deep mutational scanning results 

were recapitulated in all pairwise competitions we performed between individual highly selected 

variants and virus carrying the wild-type nucleoprotein (Figure 2.9), and no significant fitness 

change was observed for a synonymous variant used as a control (Figure 2.9, false discovery 

rate [FDR] = 0.4). Cumulatively, these findings confirm the validity of the deep mutational 

scanning data and indicate that depleting chaperones at a moderately elevated temperature 

creates a stringent host environment that strongly selects against wild-type residues in 

nucleoprotein at certain sequence positions. 
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2.3.2 Biophysical costs of individual nucleoprotein variants 

The strong differential selection we observed in chaperone-depleted host cells at a 

restrictive temperature suggested to us that specific wild-type nucleoprotein residues in the 

Aichi influenza strain, the strain our libraries are based on, may entail a biophysical cost that is 

nonetheless tolerated under permissive conditions, perhaps owing to competing selection 

forces. This hypothesis is particularly compelling for the previously characterized stabilizing 

nucleoprotein variants 10 N334H (Figures 2.3C and 2.5) and M136I (Figure 2.5), which were 

positively selected in biophysically challenging conditions. Interestingly, these variants exhibited 

modestly enhanced fitness upon increased temperature and significantly enhanced fitness upon 

chaperone depletion at increased temperature. The unmasking of the deleterious fitness effects 

of the wild-type sequence at these positions upon host chaperone depletion supports the 

hypothesis that chaperones can indeed rescue biophysically deleterious NP variants. 

We observed a similar and even more striking trend at site 283, where numerous amino 

acid substitutions, including serine, leucine, threonine, and glycine, were validated in our 

pairwise competition experiments to be significantly more fit than the wild-type proline residue 

when host chaperones were depleted at a restrictive temperature (Figures 2.3C and 2.9B — 

HSF1i 39 ºC vs. Basal 37 ºC). Intriguingly, the identity of the amino acid at nucleoprotein site 

283 is known to critically modulate influenza sensitivity to the human antiviral restriction factor 

Figure 2.9. Pairwise competitions recapitulate deep mutational scanning batch 
competition. 
Error bars indicate standard error from biological replicates (N = 3). Significance of deviation 
from zero (no selection) was evaluated by a one-sample t-test followed by Benjamini-
Hochberg adjustment for multiple-comparison; * and ** indicate FDR < 0.05 and < 0.01, 
respectively. 
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MxA, with proline at that position contributing greatly to MxA escape 9, 16. Although a structure of 

the MxA:nucleoprotein complex is not currently available, site 283 is likely located at the MxA–

nucleoprotein interface 29. Moreover, Pro283 is nearly universally conserved in human influenza 

nucleoprotein, but rarely occurs in avian influenza nucleoprotein. This characteristic difference 

between human and avian influenza strains is attributed to the necessity of Pro283 to escape 

human MxA, whereas the avian MxA ortholog lacks known antiviral activity 30. Indeed, the 

Leu283Pro substitution enabled the 1918 pandemic influenza strain to escape MxA following 

zoonotic transmission 16. Pro283 in nucleoprotein has thus greatly impacted the fitness of 

modern human influenza strains. 

The observation that an adaptive amino acid substitution as important as Pro283 can be 

rendered unfit by biophysically challenging, host chaperone-depleted conditions motivated us to 

elucidate the underlying molecular basis of this fitness effect. Our hypothesis was that the 

depletion of host chaperones exacerbates a biophysical defect in nucleoprotein folding that is 

caused by installation of a proline at position 283. Prior work has shown that nucleoprotein is 

engaged by numerous cytosolic chaperones, including chaperones like Hsp40 and Hsp70 that 

are depleted in our HSF1-inhibited host cell environment 31-35 (Figures 2.1 and 2.2). For 

example, Hsp40 (DNAJB1) directly interacts with nucleoprotein and facilitates its nuclear import 

34, while Hsp70 is implicated in modulating nucleoprotein nuclear export 35. The heat shock 

proteins can also regulate antiviral responses indirectly through their interactions with 

nucleoprotein 31-33. Thus, the disruption of critical nucleoprotein–host chaperone interactions by 

HSF1 inhibition-mediated chaperone depletion may indeed be the source of significant 

differential selection at site 283, especially at a biophysically restrictive temperature. 

This possibility raises the question of whether the Pro283 nucleoprotein variant is, in 

fact, biophysically defective relative to other variants at site 283. Although there is currently no 

high-resolution structure of a nucleoprotein variant containing Pro283, crystal structures of avian 

influenza nucleoprotein variants with serine or leucine at position 283 are available 36-37. 

Strikingly, in these structures site 283 is in the middle of an α-helix (Figure 2.10A). Proline is 

classically regarded as a “helix-breaker,” owing in part to its inability to form an i + 4 hydrogen 

bond important for α-helix stability 38. Therefore, it seemed reasonable to anticipate that the 

replacement of serine (or leucine) with a proline at position 283, as is observed in human 

influenza strains, would indeed be biophysically problematic. 

To assess this hypothesis, we first performed molecular dynamics simulations in explicit 

water to evaluate whether Pro283 affects either the overall structure of nucleoprotein or the 
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structure of the α-helix centered at position 283. Although the overall nucleoprotein structure 

was not grossly perturbed by Pro283, as would be expected given that this variant is still 

capable of supporting influenza replication, our simulations revealed that a Pro283 

nucleoprotein variant is significantly less α-helical at residues 282–284 than is a Ser283-

containing variant (Figure 2.10B). 

 

The significant structural consequences of Pro283 observed in these simulations 

prompted us to experimentally investigate whether Pro283 affects nucleoprotein stability. 

Following a previously reported protocol 10, we recombinantly expressed and purified a 

monomeric form of nucleoprotein with either proline, serine, leucine, or alanine at position 283 

(Figure 2.11). Circular dichroism spectra indicated that all four variants had grossly similar 

secondary structures (Figure 3.21C), consistent with our simulations. Thermal denaturation of 

nucleoprotein is irreversible, leading to rapid aggregation and precipitation of the protein. 

Nonetheless, fitting these irreversible thermal melts to a two-state model revealed that Pro283 

nucleoprotein does indeed precipitate at a significantly lower temperature than all three of the 

non-Pro variants studied (Figures 2.10C and 2.11C), and is therefore less stable and more 

aggregation-prone. 

The observation that Pro283 nucleoprotein has a higher propensity to aggregate than 

other variants is consistent with either a kinetic or thermodynamic defect caused by substitution 

with Pro283. Given that Gly is, like Pro, known as an α-helix breaker and that Gly283 is 

Figure 2.10. Pro283 disrupts nucleoprotein α-helical content and is destabilized relative 
to other variants at site 283. 

(A) Nucleoprotein crystal structure reveals site 283 is in the center of an -helix (PDB ID: 2IQH36). 

(B) Molecular dynamics simulations show that Pro283 disrupts nucleoprotein -helical content 
compared to Ser283. A Student’s t-test indicates significant differences at sites 282–284. (C) 
Apparent (irreversible) melting temperatures (Tagg) of wild-type and site 283 nucleoprotein 
variants evaluated by circular dichroism. Student’s t-test indicates significance of deviation from 
wild-type apparent melting temperature. 
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positively selected relative to Pro283 (see Figure 2.3C– HSF1i 39 ºC vs. Basal 37 ºC) upon 

chaperone depletion at febrile temperatures, we favor a substantial contribution from a kinetic 

defect that may be associated with the propensity of Pro to form both cis and trans amide 

bonds38. The substantive biophysical defect endowed by Pro283 on nucleoprotein likely 

explains the enhanced dependence of this variant on host chaperones, and explains why other 

variants are significantly more fit in the absence of those key chaperones. Moreover, these 

results may help to explain why Pro283 is not observed in avian influenza strains 16. Birds 

typically have body temperatures ranging from 39–43 ºC 39, the upper end of which may be too 

extreme to permit chaperone-mediated rescue of the biophysically defective Pro283 

nucleoprotein variant. 

  



70 
 

 

  

Figure 2.11. Purification and thermal denaturation of recombinant nucleoprotein 
variants. 
(A) Purified nucleoprotein (56 kDa) by Ni-NTA column chromatography and size exclusion 
chromatography. (B) Circular dichroism wavelength scans at 20 °C for nucleoprotein variants. 

All variants exhibited similar circular dichroism spectra characteristic of an -helical protein. 
Scans for each variant were performed in triplicate. (C) Thermal denaturation curves for 
nucleoprotein. Apparent (irreversible) melting temperatures (Tagg) were obtained from 
sigmoidal fits over 20–60 °C. 
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2.3.3 Evaluating competing selection pressures of MxA escape and host chaperone 

depletion 

Cumulatively, these results suggest that nucleoprotein variants critical for innate immune 

system escape, most especially Pro283, can be folding-defective and display compromised 

fitness in biophysically challenging host environments (Figure 2.12A, left). This finding 

motivated us to evaluate whether Pro283 fitness remains compromised under biophysically 

challenging conditions even upon the addition of an MxA selection pressure that normally 

selects strongly in favor of the Pro283 variant (Figure 2.12A, right). To this end, we performed 

pairwise viral competitions between the biophysically stable Ser283 variant and the MxA-

resistant Pro283 variant in each of our host environments in the presence of either active or 

inactive MxA (Figures 2.12B and 2.13). In permissive folding environments (Basal and HSF1i at 

Figure 2.12. Host chaperones define the immune escape capacity of the Pro283 
nucleoprotein variant. 
(A) Deep mutational scanning reveals opposing selection forces from chaperone depletion 
versus MxA-mediated immune selection. Left: chaperone-depletion at 39 ºC shown relative to 
basal environment at 37 ºC, as in Figure 3.3C. Right: MxA selection from previously published 
deep mutational scanning data9. Size of the amino acid letters corresponds to the magnitude 
of the mutational differential selection, which is on the same scale for each selection. Amino 
acids above the black line are more fit than wild-type Pro283 in the selection condition, and 
amino acids below are less fit. (B) Pairwise viral competition scheme: wild-type nucleoprotein 
(NP) influenza was mixed with mutant NP influenza in a 1:1 ratio. The mixture was then 
subjected to selection at 37 ºC and 39 ºC in both basal and chaperone-depleted (HSF1i) cells 
at an MOI of 0.1 virions/cell, in the presence of either active or inactive MxA. (C) Change in 
mutant frequency upon selection is plotted on the y-axis, with the origin representing the 
mutant frequency in the input (inoculum). Error bars indicate standard error from biological 
replicates (N = 3). Significance of deviation from input (no selection) was evaluated for each 
selection condition by a one-sample t-test; * and ** above individual bars indicate FDR < 0.05 
and < 0.01, respectively. Nested ANOVA accounting for replicates and treatment conditions 
was performed for all selections (p = 1.16 x 10–9). The significance of the difference in mutant 
frequency in the presence of active versus inactive MxA was evaluated for each selection 
condition by post-hoc pairwise comparisons; *, **, and *** between the bars indicate p-values 
< 0.05, < 0.01, and < 0.001, respectively. 
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37 ºC), Pro283 was enriched compared to Ser283, thereby 

enabling MxA escape (Figure 2.12C). In contrast, in biophysically 

challenging environments (Basal and HSF1i at 39 ºC), the stability 

defects of Pro283 were exacerbated, and Ser283 was enriched 

compared to Pro283. Strikingly, Ser283 was enriched even in the 

presence of MxA selection pressure when chaperones are 

depleted at 39 ºC, thereby hindering immune escape.  

Altogether, these data reveal that HSF1-regulated 

chaperones can define the fitness of biophysically destabilized 

immune escape variants in influenza. This observation suggests a 

model in which enhanced fitness conferred by immune escape is 

often counterbalanced over the course of influenza evolution by 

biophysical defects that have a substantive fitness cost (Figure 

2.14, left). Remarkably, at least in the case of influenza 

nucleoprotein, our data show that the virus is able to hijack host 

chaperones to resolve these biophysical defects (Figure 2.14, 

right). By this mechanism, the virus manages to uncouple protein folding fitness costs from the 

advantageous consequences of immune escape, expanding the accessible mutational landscape 

to access essential viral protein variants capable of both folding and immune escape. 

  

Figure 2.13. Protein 
levels of FLAG-MxA 
and FLAG-MxA(T103A) 
in MDCKdn-cHSF1-
MxA and MDCKdn-
cHSF1-MxA(T103A) 
cells, respectively. 
MDCKdn-cHSF1 is shown 
as a negative control. 
Representative blot is 
shown (N = 2). 

Figure 2.14. Host chaperones mediate the accessibility of biophysically destabilized 
adaptive mutations. 
(Left) Model for a chaperone-depleted environment, where immune escape and acceptable 
protein biophysical properties present strongly competing selection pressures. (Right) Model for 
a chaperone-rich host environment in which, at least for some viral protein variants, these 
pressures can be uncoupled as chaperones enable viral proteins to maintain acceptable folding 
and structural properties while still endowing escape from the immune system. 
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2.4 Discussion 

This work provides, to the best of our knowledge, the first direct experimental evidence 

that host chaperones mediate the accessibility of biophysically deleterious, adaptive viral protein 

variants. This feature of the host–pathogen interaction is apparent in multiple sites across the 

nucleoprotein gene. Particularly noteworthy, we find that the destabilized Pro283 nucleoprotein 

variant is not tolerated in a chaperone-depleted host environment at a restrictive temperature, 

as nucleoprotein is unable to engage host chaperones to address the Pro283-induced 

biophysical defect. Remarkably, we observe that even in the presence of selection pressure 

imposed by MxA that strongly favors Pro283 9, the fitness of Pro283 nucleoprotein is still 

contingent on the host’s chaperone levels and biophysical environment.  

Based on these results, we expect that host chaperones can impact the accessibility of 

adaptive viral protein variants far beyond nucleoprotein and influenza, as amino acid 

substitutions are largely destabilizing 6 and many viral proteins are known to engage host 

chaperones 34, 40-41. Moreover, previous work has revealed (1) that viral evolution is 

fundamentally constrained by protein stability 4, 10 and (2) the role of the Hsp90 chaperone in 

viral replication across numerous viral families 41-44. Thus, the evolutionary trajectories of diverse 

viral proteins are likely to be influenced by numerous host chaperones 18-19. 

Since our work suggests that host chaperones preferentially rescue biophysically 

defective viral protein variants, as more data accumulate in this field we may eventually be able 

to predict how chaperones will impact fitness in a rational manner based on protein variant 

biophysical properties. Further, our infections in the presence of the MxA restriction factor 

demonstrate that host chaperones can mediate the accessibility of escape variants irrespective 

of competing selection pressures. These data raise the possibility of antiviral therapeutic 

adjuvants targeting host chaperones that inhibit the development of antiviral resistance by 

constraining the accessible mutational landscape. We further observe that temperature critically 

influences the fitness of viral variants, with most variants suffering fitness costs at elevated 

temperatures that mimic fever conditions and/or the body temperatures of birds and small 

mammals 39. Thus, fever and host-switching events may impose selection on viral variants that 

hampers adaptation. Based on our findings here, the nature of such selection is likely to be 

strongly influenced by host-specific differences in chaperone network compositions. 

We anticipate that these phenomena extend far beyond the host–pathogen interface and 

apply to protein evolution more broadly. Previous work by Lindquist and others suggested that 

the Hsp90 chaperone can potentiate and buffer genetic variation in endogenous proteins 45-49. 
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Here, the impact of the host chaperone environment on nucleoprotein variant fitness is not 

driven predominantly by Hsp90 (Figure 2.15), even though NP does engage this chaperone 50, 

but instead by inhibition of HSF1 modulating the composition of a complex network of multiple 

protein folding and quality control factors. Moreover, our work shows experimentally that 

chaperones have the largest effect on the fitness of biophysically defective protein variants, a 

result that may help to explain extensive prior work with Hsp90 in which the potential biophysical 

mechanism of effects on protein evolution have not been experimentally evaluated. 

HSF1-regulated host proteostasis network components may modulate nucleoprotein 

evolution directly, for example by impacting nucleoprotein–chaperone interactions, or indirectly, 

perhaps by perturbing levels of endogenous chaperone client proteins with antiviral properties. 

Our data support the former case, as we find that destabilized nucleoprotein variants are 

particularly sensitive to chaperone depletion. Nonetheless, we would not rule out possible 

contributions from secondary effects. Deciphering between primary and secondary effects will 

first require identifying the individual components of the intricate protein folding network that are 

primarily responsible for modulating nucleoprotein fitness, followed by systematic elimination of 

potential downstream effectors. Whether primary or secondary, the evolutionary implications of 

the protein folding network clearly extend well beyond Hsp90 and also play critical roles in 

evolution at the host–pathogen interface. 

Finally, this work provides experimental evidence for the longstanding hypothesis that 

chaperones buffer the fitness cost of biophysically destabilized protein variants 45, 51-52. 

Experimental validation of this concept in metazoan cells for the first time, to the best of our 

knowledge, has significant consequences for understanding the constraints on protein evolution, 

which have so far focused on inherent biophysical properties of proteins 2, 10. For specific 

destabilized adaptive variants, fitness has been attributed to compensatory stabilizing mutations 

elsewhere in the protein structure 10, 53. Cases of this idiosyncratic epistasis mediating pathogen 

adaptation have motivated efforts to determine the pervasiveness of compensatory mutations 10. 

Our data reveal that the constraints on protein evolution are still more complex, establishing that 

protein variant fitness is constrained not just by inherent stability but also by the cellular 

environment in which the protein folds. 
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  Figure 2.15. Representative full sequence logo plot for nucleoprotein: Hsp90-inhibited 
environment at 39 °C relative to basal environment at 39 °C. 
Wild-type influenza A/Aichi/2/1968 nucleoprotein sequence and residue numbers are shown 
below logo plot. Deep mutational scanning was also performed in an Hsp90-inhibited 
environment to determine whether Hsp90 caused the fitness effects observed in the HSF1i 
environment, see discussion. Size of the amino acid letters corresponds to the magnitude of 
the mutational differential selection, which is on the same scale for Figures 2.5–3.8 and Figure 
2.15. Amino acids above the black line are more fit upon Hsp90 inhibition at 39 °C compared 
to a basal environment at 39 °C, amino acids below are less fit, and the black line represents 

behavior of the wild-type amino acid in the selection condition. 
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2.5 Materials and Methods 

Plasmids. The following plasmids were used to generate A/Aichi/2/1968 influenza virus: 

pHWAichi68-NP 54, pHWNan95-PB2 54, pHWNan95-PB1 54, pHWNan95-PA 54, pHW184-HA 55, 

pHW186-NA 55, pHW187-M 55, and pHW188-NS 55. For nucleoprotein recombinant expression 

and biophysical studies, a pET28b(+) expression vector encoding monomeric A/Aichi/2/1968 

nucleoprotein with an R416A mutation (which prevents RNA binding), deletion of residues 2–7, 

and a C-terminal 6×-His tag was used 10. A lentiviral vector containing a FLAG-tagged human 

MxA or inactive MxA(T103A) sequence under a CMV promoter with a GSG linker 

(DYKDDDDKGSG) at the C-terminus was used for generation of the MxA-expressing MDCK 

cell line 9. Downstream of MxA, the plasmid contained an internal ribosome entry site (IRES) 

followed by an mCherry reporter gene to assist the selection of stable single colony cell lines. 

 

Antibodies. Antibodies used were as follows: rat monoclonal anti-FLAG (Agilent; 200474), 

mouse monoclonal anti-β-actin (Sigma; A1978), rabbit polyclonal anti-Hsp90, rat monoclonal 

anti-Hsp70, and rabbit monoclonal anti-Hsp40 were obtained from (Cell Signaling; 4877, 4873, 

and 4871, respectively). IRDyes 800CW goat anti-rat, 680LT goat anti-mouse, and 800CW goat 

anti-rabbit secondary antibodies were obtained from LI-COR (926-32219, 926-68020, and 926-

32211, respectively). 

 

Cell lines. MDCKdn-cHSF1 cell line construction: MDCK cells were originally purchased from the 

American Type Culture Collection (Manassas, VA) and validated as MDCKs by STR profiling 

(Science Exchange). Cells were cultured at 37 °C in a 5% CO2(g) atmosphere in DMEM 

(CellGro) supplemented with 10% fetal bovine serum (FBS; CellGro) and 1% 

penicillin/streptomycin/glutamine (CellGro). The parental MDCK cells were first transduced with 

lentivirus encoding a blasticidin-resistant tetracycline repressor, and then with lentivirus 

encoding a zeocin-resistant, tetracycline-inducible dn-cHSF1 construct 23. Heterostable cells 

expressing the tetracycline repressor and the dn-cHSF1 construct were then selected using 8 

µg/mL zeocin and 4 µg/mL blasticidin. Single colonies were generated by serial dilution in 96-

well plates, expanded, and then selected based on functional testing of HSF1 inhibition 23 using 

qPCR (Figure 2.2B), as previously described. 

MDCKdn-cHSF1-MxA and MDCKdn-cHSF1-MxA(T103A) cell line construction: MDCKdn-cHSF1 cells 

were engineered to constitutively express human MxA or the inactive MxA-T103A mutant 9 by 

transducing with lentivirus encoding FLAG-tagged MxA variants. 72 h post-transduction, single 
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colonies were generated by serial dilution in 96-well plates. Wells with clonal transduced cells 

were identified as single clusters of cells expressing mCherry, expanded, and then 

characterized as described below. 

 

Characterization of cellular environments for influenza competitions 

Quantitative RT-PCR. MDCKdn-cHSF1 cells were plated in 12-well plates at a density of 100,000 

cells/well and pre-treated with 0.1% DMSO or doxycycline at a final concentration of 1 µg/mL 

upon seeding. After 18 h, the cells were infected with wild-type influenza A/Aichi/2/1968 at an 

MOI of 1 virion/cell. Infectious media was replaced with fresh WSN media (OptiMEM-I from 

Thermo Fisher Scientific supplemented with 0.5% heat-inactivated FBS, 0.3% BSA from 

Invitrogen, 1% of penicillin/streptomycin from Bio Whittaker, and 100 µg/mL of CaCl2 from 

Sigma) supplemented with 0.1% DMSO or 1 µg/mL doxycycline 2 h post-infection. Infected cells 

were treated with 100 µM sodium arsenite (Alfa Aesar) for 90 min prior to harvesting for a heat 

shock activation control and harvested 8 h post-infection. Cellular RNA was extracted using 

Total RNA Kit I with Homogenizer columns (Omega). 1 µg RNA was reverse transcribed into 

cDNA using the Applied Biosystems High-Capacity Reverse Transcription kit. The reverse 

transcription reaction (20 µL) was diluted to 80 µL with molecular biology grade water and 2 µL 

of each sample were used for qPCR with the 2× Sybr Green Reaction Mix (Roche) and primers 

for canis RPLP2 (housekeeping gene), HSP90AA1 (Hsp90), HSPA1A (Hsp70), DNAJB1 

(Hsp40), and influenza matrix protein (primer sequences are provided in Table 2.1). Transcript 

levels of heat shock proteins were normalized to RPLP2, and normalized transcript levels for 

each treated condition were quantified relative to the basal environment at 37 ºC (Figure 2.2B). 

For a positive control of productive infection, matrix protein transcript levels were compared with 

a prepared standard curve using the pHW187-M plasmid. 

 

Table 2.1. RT-PCR primer sequences. 

Primer name Primer sequence 

C. lupus familiaris DNAJB1 (fwd) ACATGAACTTTGGCCGTTCC 
C. lupus familiaris DNAJB1 (rev) CTCTTTCCATCGGGGTTCAG 
C. lupus familiaris HSP70 (fwd) GGGGAGGACTTCGACAACAG 
C. lupus familiaris HSP70 (rev) GGACGACAAGGTCCTCTTGG 
C. lupus familiaris HSPAA1 (fwd) TGGGTTACATGGCAGCAAAG 
C. lupus familiaris HSPAA1 (rev) AGACTGAAGCCGGAGGACAG 
C. lupus familiaris RPLP2 (fwd) GCTACGTCGCCTCCTACCTG 
C. lupus familiaris RPLP2 (rev) GCTCGCTGATGACCTTGTTG 
MATRIX_fwd AGATGAGTCTTCTAACCGAGGTCG 
MATRIX_rev TGCAAAAACATCTTCAAGTCTCTG 
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RNA extraction and sequencing. MDCKdn-cHSF1 cells were seeded at 100,000 cells/well in a 

12-well plate and treated with 0.1% DMSO or 1 µg/mL doxycycline for 48 h. Each treatment was 

performed in biological triplicate. Cellular RNA was harvested using the RNeasy Plus Mini Kit 

with QIAshredder homogenization columns (Qiagen). RNA-Seq libraries were prepared using 

the Kapa mRNA HyperPrep RNA-Seq library construction kit (Kapa/Roche), with fragmentation 

times of 7 and 6 min at 94 ºC, for the 37 ºC and 39 ºC samples, respectively, and final 

amplifications of 15 and 12 PCR cycles, respectively. The resulting libraries were sequenced on 

an Illumina HiSeq using 40-bp single-end reads. RNA-seq quality control and differential 

expression analysis was performed as previously described 18. Briefly, reads were aligned 

against the Canis familiaris genome assembly canFam3 with an ensembl annotation using 

STAR v. 2.5.3a. Gene expression was quantified using RSEM v. 1.3.0. Differential expression 

analysis to compare conditions (Figure 2.1) was performed using DESeq2 version 1.10.1 

running under R version 3.2.3, complete dataset available online. 

 

Resazurin cell growth assays. MDCKdn-cHSF1 cells were seeded at 100,000 cells/well in 12-well 

plates and pre-treated with 0.1% DMSO or 1 µg/mL doxycycline. To mimic the infection 

conditions, we replaced the cellular growth media with WSN media, and supplemented with 

0.1% DMSO or 1 µg/mL doxycycline 18 h after seeding. 48 h after the mock infection, the media 

was replaced with WSN media containing 50 µM resazurin sodium salt (Sigma). After 4 h of 

incubation, 100 µL of media was used to quantify resorufin fluorescence (excitation 530 nm; 

emission 590 nm) using a Take-3 plate reader (BioTeK) (Figure 2.2D). 

 

Immunoblot analyses. MDCKdn-cHSF1 cells were seeded at 200,000 cells/well in 6-well plates 

and treated with 1 µg/mL doxycycline or left untreated for 48 h. 8 h prior to harvesting, cells 

were treated with 100 µM sodium arsenite for 2 h and then allowed to recover in fresh media for 

6 h. For protein levels examined during influenza infection, MDCKdn-cHSF1 cells were seeded at 

200,000 cells/well in 6-well plates, pre-treated with 0.1% DMSO or 1 µg/mL doxycycline for 24 

h, and then infected with wild-type influenza A/Aichi/2/1968 at an MOI of 1 for 8 h. Cells were 

then harvested, washed 3× with PBS, and lysed (1% Triton, 200 mM NaCl, 50 mM Tris at pH 

7.5, 1 mM EDTA, 1.5 mM MgCl2, and protease inhibitor tablet from Thermo Fisher Scientific). 

After clearing the lysate by centrifugation at 21,100 × g for 15 min at 4 °C, 100 µg of total protein 

lysate was separated on a 12% SDS-PAGE gel and transferred to a nitrocellulose membrane 

using the Trans-Blot Turbo system (Bio-Rad). Membranes were then probed for Hsp90, Hsp70, 

Hsp40 and β-actin, as indicated, and imaged using an Odyssey Infrared Imaging System (Li-

https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.3000008#sec021
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Cor) (Figure 2.2A). To verify that MDCKdn-cHSF1-MxA and MDCKdn-cHSF1-MxA(T103A) cell lines 

expressed FLAG-MxA and FLAG-MxA(T103A), respectively, lysate from biological duplicate 

samples was separated on a 12% SDS-PAGE gel as described above, and immunoblotted for 

the FLAG epitope and β-actin (Figure 2.13; representative blot shown). 

 

Deep mutational scanning. Two independent plasmid mutant libraries previously generated 24 

from the pHWAichi68-NP template plasmid were used to create mutant viral libraries by 

transfecting a co-culture of 25,000 MDCK-SIAT1 and 300,000 HEK 293T cells, as previously 

described 24. For each library, co-cultures in eight 6-well plates were transfected to maintain 

library diversity, and transfection supernatants were combined to generate the input mutant viral 

libraries. Viruses were generated and grown in WSN media. Infectious titers of viral libraries 

were determined by a tissue culture infectious dose (TCID50) assay. Briefly, 10-fold serial 

dilutions of viruses (in technical triplicates) were prepared in 96-well plates and incubated with 5 

× 103 MDCK-SIAT1 cells/well for 72 h at 37 ºC. The wells were then scored for cytopathic 

effects and viral titers were calculated using a Reed-Muench Calculator, available at: 

https://github.com/jbloomlab/reedmuenchcalculator. 

Two plasmid libraries were used to generate two biological replicate viral libraries, one of 

which was used twice to perform two technical replicates of the deep mutational scanning 

(Figure 2.4). MDCKdn-cHSF1 cells were plated in 15 cm plates at a density of 6 × 106 cells/dish, 

and treated with 0.1% DMSO or 1 µg/ml doxycycline for 24 h at either 37 °C or 39 °C. Deep 

mutational scanning was also performed in cells treated with an Hsp90 inhibitor (100 nM 17-

AAG; 90 min. pre-treatment). 5 × 106 infectious virions (as determined by a TCID50 assay) from 

each viral library were used to infect four 15 cm plates from each condition at an MOI of 0.1 

virions/cell (the cells expanded to ~12.5 × 106 cells per plate by the time of infection). In 

addition, one 15 cm plate at both 37 °C and 39 °C was either mock- infected (negative control) 

or infected with wild-type virus. For infection, the cellular growth media was replaced with WSN 

media containing a mutant virus library, wild-type virus, or no virus for mock infection. After 2 h, 

the inoculum was replaced with fresh WSN media containing 0.1% DMSO, 1 µg/mL 

doxycycline, or 100 nM 17-AAG. 48 h post-infection, the viral supernatant was harvested, 

centrifuged at 1000 × g for 5 min to remove cell debris, and stored at –80 °C. Viral RNA was 

extracted from the infectious supernatant using a Viral RNA Mini Kit (Qiagen) and reverse 

transcribed using the AccuScript High Fidelity 1st Strand cDNA Synthesis Kit (Agilent) using 5ʹ-

BsmBI-Aichi68-NP and 3ʹ-BsmBI-Aichi68-NP primers (primer sequences in Table 2.2). At least 
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106 NP molecules were PCR-amplified for preparation of the sequencing libraries, as previously 

described 27 (Figure 2.4B). The resulting amplicons were sequenced on an Illumina HiSeq 2500 

in rapid run mode with 2× 250 bp paired-end reads (Figure 2.4C–D). dms_tools 

(http://jbloomlab.github.io/dms_tools/) 56 was used to align reads to the Aichi NP reference 

sequence, count amino acid variants across NP, and calculate the differential selection for each 

variant between two selection conditions, as previously described 9, 28. 

 

Table 2.2. Sequencing primer sequences. 

Primer name Primer sequence 

5’-BsmBI-Aichi68-NP CATGATCGTCTCAGGGAGCAAAAGCAGGGTAGATAATCACTCACAG 

3’-BsmBI-Aichi68-NP  CATGATCGTCTCGTATTAGTAGAAACAAGGGTATTTTTCTTTA 

Subamplicon_1_fwd CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNTCACTCACAGAGTG
ACATCGAAATC 

Subamplicon_1_rev GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNGTTTTCTTAGGATC
CTTCCCCGC 

Subamplicon_2_fwd CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNGGAATAAATATCTG
GAAGAACATCCCAGC 

Subamplicon_2_rev GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNCCTAGGGAGAGTC
GAACCCTG 

Subamplicon_3_fwd CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNCCCAGGATGTGCT
CTCTGATG 

Subamplicon_3_rev GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNCAGAAAGATGAGA
TCTTCGATCTCAGC 

Subamplicon_4_fwd CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNGAGAAAGTCGGAA
CCCAGGAAAT 

Subamplicon_4_rev GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNCTTAATACTCTTAG
ATCTTCAAATGCAGCAGA 

Subamplicon_5_fwd CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNTGGTGTGGATGGC
ATGCAAT 

Subamplicon_5_rev GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNTGATGGTTGGTTT
GTCAAATGGGAG 

Subamplicon_6_fwd CTTTCCCTACACGACGCTCTTCCGATCTNNNNNNNNACCTGCATTTTCTG
TGCAAAGAAAC 

Subamplicon_6_rev GGAGTTCAGACGTGTGCTCTTCCGATCTNNNNNNNNCGGGTTATTAGTA
GAAACAAGGGTATTTTTCT 

Universal_fwd AATGATACGGCGACCACCGAGATCTACACTCTTTCCCTACACGACGCTCT
TCCGATCT 

Rnd2_rev_1 CAAGCAGAAGACGGCATACGAGATTAGTTGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_2 CAAGCAGAAGACGGCATACGAGATCCGGTGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_3 CAAGCAGAAGACGGCATACGAGATCCGGTGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_4 CAAGCAGAAGACGGCATACGAGATGTAGCCGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_5 CAAGCAGAAGACGGCATACGAGATGGACTGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_6 CAAGCAGAAGACGGCATACGAGATCGTGATGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 
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Rnd2_rev_7 CAAGCAGAAGACGGCATACGAGATTGGTCAGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_8 CAAGCAGAAGACGGCATACGAGATGATCTGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_9 CAAGCAGAAGACGGCATACGAGATACATCGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_10 CAAGCAGAAGACGGCATACGAGATCACTGTGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_11 CAAGCAGAAGACGGCATACGAGATATTGGCGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_12 CAAGCAGAAGACGGCATACGAGATGCCTAAGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_13 CAAGCAGAAGACGGCATACGAGATTCAAGTGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_14 CAAGCAGAAGACGGCATACGAGATCTGATCGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_15 CAAGCAGAAGACGGCATACGAGATAAGCTAGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_16 CAAGCAGAAGACGGCATACGAGATTACAAGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_17 CAAGCAGAAGACGGCATACGAGATTGTTGACTGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_18 CAAGCAGAAGACGGCATACGAGATACGGAACTGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_19 CAAGCAGAAGACGGCATACGAGATTCTGACATGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_20 CAAGCAGAAGACGGCATACGAGATGTGCGGACGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_21 CAAGCAGAAGACGGCATACGAGATCGTTTCACGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_22 CAAGCAGAAGACGGCATACGAGATAAGGCCACGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_23 CAAGCAGAAGACGGCATACGAGATTCCGAAACGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_24 CAAGCAGAAGACGGCATACGAGATCGTACGGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_25 CAAGCAGAAGACGGCATACGAGATATCCACTCGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

Rnd2_rev_26 CAAGCAGAAGACGGCATACGAGATATCAGTGTGACTGGAGTTCAGACGT
GTGCTCTTCCGATCT 

Rnd2_rev_27 CAAGCAGAAGACGGCATACGAGATAAAGGAATGTGACTGGAGTTCAGAC
GTGTGCTCTTCCGATCT 

 

Pairwise viral competitions. Nucleoprotein variants that reproducibly exhibited the most 

positive or negative differential selection in the deep mutational scan were selected for pairwise 

competitions (P283M, P283A, P283G, P283L, P283S, P283T, S353L, S353F, N334H, D34N, 

H82N and a synonymous control P283P). The nucleoprotein mutants were generated by 

introducing point mutations into the pHWAichi68-NP plasmid using the QuikChange II XL Site-

Directed Mutagenesis Kit (Agilent). Technical difficulties with specific site-directed mutagenesis 

reactions prevented generation of the P283M, P283A, and S353L mutant plasmids. The 

remaining nine mutant plasmids were generated successfully, and used to produce the 
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corresponding mutant viruses by transfecting a co-culture of 25,000 MDCK-SIAT1 and 300,000 

HEK 293T cells, as previously described 55. The resultant viruses were titered using a TCID50 

assay. For each competition, 100,000 cells/well of MDCKdn-cHSF1, MDCKdn-cHSF1-FLAG-MxA, or 

MDCKdn-cHSF1-FLAG-MxA(T103A) cells were plated in 12-well dishes and treated with 0.1% DMSO or 1 

µg/mL doxycycline for 18 h at either 37 °C or 39 °C. Cells were infected with a 1:1 mixture of 

wild-type and mutant viruses at an MOI of 0.1 virions/cell in triplicate under conditions identical 

to that of the deep mutational scanning experiment. After 2 h, the inoculum was replaced with 

fresh WSN media containing either 0.1% DMSO or 1 µg/mL doxycycline. 48 h post-infection, 

infectious supernatants were harvested, centrifuged at 1000 × g for 5 min to remove cell debris, 

and stored at –80 °C. Viral RNA was extracted from the infectious supernatant using the 

QIAamp Viral RNA Mini Kit and at least 106 NP molecules were reverse transcribed using the 

SuperScript III Reverse Transcriptase (Thermo Fisher Scientific) with 5ʹ-BsmBI-Aichi68-NP and 

3ʹ-BsmBI-Aichi68-NP primers (Table 2.2). The amplicons were visualized on a 1% analytical 

agarose gel to verify amplification of the NP gene (1.5 kb). The dsDNA was purified using 1.5× 

AMPure XP beads (Beckman Coulter) and quantified using a Quant-iT PicoGreen Assay (Life 

Technologies). Illumina NexteraXT sequencing libraries were prepared using a Mosquito HTS 

Liquid Handler (TTP Labtech) and sequenced on an Illumina MiSeqv2 in two runs of either 40-

bp single-end or 150-bp paired-end reads. To call sequence variants, reads were aligned to the 

Aichi NP reference sequence using bwa mem (v. 0.7.12-r1039) (arXiv:1303.3997v2) with flag –t 

16, and sorted and indexed bam files were generated using samtools (v 1.3) 57. These bam files 

were processed using samtools mpileup with flags –excl-flags 2052, -d 30000000 and the same 

Aichi NP reference sequence used for mapping 58. For pairwise competitions in the absence of 

MxA, mutant allele frequencies were normalized to wild-type allele frequencies for each sample, 

and the resulting values were used to calculate the differential selection 28 (Figure 2.9). For 

pairwise competitions in the presence of wild-type or inactive MxA, the change in mutant allele 

frequencies is reported (Figure 2.12C). 

 

Molecular dynamics (MD) simulations. Two sets of simulations were performed for 

nucleoproteins with the sequence of the human H3N2 variant (Figures 2.10A–B). In one set, 

nucleoprotein residue 283 was proline (this system is termed Pro283 hereafter). In the other set, 

residue 283 was serine (this system is termed Ser283 hereafter). The initial structures of both 

systems were prepared using the comparative modeling software RosettaCM 59, with the 

structures of H1N1 influenza A virus nucleoprotein (PDB ID: 2IQH 36) and H5N1 nucleoprotein 

(PDB ID: 2Q06 37) used as templates with equal weights. The first 20 amino acids in the N-
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terminal region, whose 3D coordinates are missing in the template structures, were considered 

flexible and also of minimal impact to the region near residue 283. Therefore, they were 

removed in the following simulation.  

In the threading procedure, the target nucleoprotein sequence was aligned with the 

templates 60 and assigned coordinates from the template PDB structures (2IQH and 2Q06). The 

helix formed by residues 278–286 of 2IQH and 2Q06 was removed to allow RosettaCM to 

construct this region without influence from the templates. This region (residues 278–286), 

along with all the other regions missing in the template PDBs, were patched in the hybridization 

step. During hybridization, RosettaCM generated hybridized structures that contained pieces 

from each of the threaded structures, providing more accurate comparative models that were 

energetically favorable. Additionally, RosettaCM used fragments and minor ab initio folding to 

fill-in residues not previously aligned with any template sequences during the threading process. 

One thousand models for each nucleoprotein system were created, and the best-scoring model 

without a disulfide bond was used as the initial structure for further MD simulations.  

Five runs of MD simulations for each nucleoprotein system were carried out using 

GROMACS with the oplsaa/tip4p force field 61-62. The N-terminus of the initial structure of the 

MD simulation was capped with an acetyl group, while the C-terminus was free (ending with 

COO–). This structure was energy minimized in a vacuum, and then immersed in the center of a 

cubic box containing pre-equilibrated water molecules with an edge of 12 nm. The system was 

electrostatically neutralized by adding 11 Cl– ions. The solvated system was further energy 

minimized to remove any bad contacts. The solvated nucleoprotein then underwent two stages 

of equilibrations. The first stage of equilibration consisted of a 50 ps isochoric–isothermal (NVT) 

simulation at 300 K and a subsequent 50 ps isobaric–isothermal (NPT) simulation at 300 K and 

1 bar. During the first stage of equilibration, the nucleoprotein heavy atoms were restrained by a 

harmonic potential with a force constant of 1,000 kJ mol–1nm–2 to equilibrate the solvent 

molecules and adjust the density. The second stage of equilibration consisted of an additional 

100 ps NVT simulation at 300 K without any restraints to equilibrate the whole system, followed 

by a 100 ns NPT production simulation at 300 K and 1 bar. The V-rescale thermostat was 

coupled to both the nucleoprotein and solvent separately, with coupling time constants of 0.1 ps. 

The pressure was maintained using the Parrinello-Rahman barostat with a coupling time 

constant of 2.0 ps and isothermal compressibility of 4.5 × 10–5 bar-1. The leapfrog algorithm with 

a time step of 2 fs was used for dynamics evolution. All bonds involving hydrogen were 

constrained using the LINCS algorithm. All neighbor searching, electrostatic interactions and 
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van der Waals interactions were truncated at 1.0 nm. Electrostatics were treated using the 

particle mesh Ewald (PME) summation with a Fourier spacing of 0.12 nm and an order of 4. A 

long-range dispersion correction for energy and pressure was applied to account for the 1.0 nm 

cut-off of Lennard-Jones interactions. Five 100 ns trajectories were produced for the Pro283 

and Ser283 systems, respectively. The trajectories between 50 ns and 100 ns were used for 

analysis. 

 

Recombinant expression and biophysical characterization of nucleoprotein variants 

The P283S, P283A, and P283L amino acid substitutions were introduced into the wild-

type influenza A/Aichi/2/1968 nucleoprotein in a pET28b(+) expression vector using the 

QuikChange II XL Site-Directed Mutagenesis Kit (Agilent). Notably, this nucleoprotein construct 

contained an R416A mutation and deletion of residues 2–7 to obtain non-aggregated, RNA-free 

nucleoprotein in a CD-compatible buffer, as previously described 10. Mutagenized plasmid DNA 

was isolated using the E.Z.N.A. Plasmid Mini Kit I (Omega). For bacterial expression, 

BL21(DE3) chemically competent cells were transformed with 1 µL of purified plasmid and 

incubated overnight on LB-kanamycin agar plates. Colonies were used to inoculate 50 mL LB-

kanamycin cultures overnight. 10 mL of starter cultures were then used to inoculate 1 L LB-

kanamycin cultures, which were shaken at 37 °C until reaching an OD600 of 0.3–0.6. Cultures 

were then chilled on ice, and induced with 500 µM IPTG (Sigma) overnight at 20 °C. Cells were 

then pelleted, dounce-homogenized, and lysed by sonication in 50 mL of lysis buffer (50 mM 

sodium phosphate at pH 8.0, 500 mM NaCl, 0.5% Triton X-100, 10 mM imidazole, 1 mM PMSF, 

and 0.1 mg/mL MgCl2). Cells were sonicated for 2 min (30% amplitude, 10 sec on, 10 sec off; 

Branson Digital Sonifier). Lysates were then clarified for 30 min at 10,000 × g at 4 °C. Clarified 

lysates were passed through 0.45 µm filters. His-Tagged nucleoprotein variants were then 

incubated on Ni-NTA (Millipore) columns for 60 min at 4 °C and washed with Ni-NTA Wash 

Buffer (50 mM sodium phosphate at pH 8.0, 300 mM NaCl, and 20 mM imidazole). Proteins 

were eluted using Ni-NTA Elution Buffer (50 mM sodium phosphate at pH 8.0, 300 mM NaCl, 

and 250 mM imidazole). Eluates were dialyzed overnight into analysis buffer (20 mM sodium 

phosphate at pH 7.0 with 300 mM NaF) using 3.5 kDa molecular weight cutoff SnakeSkin 

dialysis tubing (Fisher Thermo Scientific). Dialyzed proteins were concentrated using Amicon 

Ultra 3K MWCO filters (Millipore) and further purified over a size exclusion column (Bio-Rad 

ENrich SEC 650) (Figure 2.11). 
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For circular dichroism analysis (Figure 2.11B), proteins were diluted to 5 µM in analysis 

buffer (quantified by A280 with a BioTek-Take3 micro-volume plate using a molar extinction 

coefficient of 56,600 M–1 cm–1). Thermal melts (Figure 2.11C) were performed at a scan rate of 

2 °C per min, maintaining each temperature for 5 min before measurement of ellipticity at 209 

nm. Tagg values were obtained, as the thermal denaturation of nucleoprotein was irreversible 

and resulted in aggregation and precipitation (Figures 2.10C and 2.11C). All circular dichroism 

analyses were performed on a Jasco J-1500 Circular Dichroism Spectrophotometer with a 1 

mm QS quartz cuvette (Hellma). 

 

Statistical analyses. Deep mutational scanning was performed in biological duplicate with two 

technical replicates of one of the biological replicates (Figure 2.4A). MxA and MxA(T103A) 

protein expression in MDCKdn-cHSF1-FLAG-MxA and MDCKdn-cHSF1-FLAG-MxA(T103A) cells, respectively, 

were evaluated in biological duplicate (Figure 2.13). All other experiments were performed in 

biological triplicate with replicates being independent experimental entireties (i.e., from plating 

the cells to acquiring the data). Correlation between deep mutational scanning replicates was 

determined by linear regression using Graph Pad Prism software, reporting R2 (Figure 2.4E). 

Site differential selection values from deep mutational scanning (Figure 2.3B) were tested for 

significance of deviation from zero (wild-type behavior) using a one-sample t-test in GraphPad 

Prism. The raw p-values were adjusted for multiple-comparison using the Benjamini-Hochberg 

procedure 63, setting an acceptable false-discovery rate (FDR) at 0.05 (p.adjust function in R). 

Analysis of Variance (ANOVA) was performed on all differential selection values across 

selections normalized to the Basal 37 °C condition using a nested ANOVA framework 

(accounting for replicates), modeling treatment/temperature as a fixed effect and the replicate 

as a random effect (lme function/RMLE in the R statistical environment, followed by ANOVA 

computation anova.lme with sequential adjustment). Post-hoc pairwise comparisons were 

performed by general linear hypotheses testing using Tukey's method (as implemented in glht, 

in the multcomp R package) comparing all the means with single-step adjustment for multiple 

comparison. The p-values for pairwise comparisons against HSF1i 37 ºC vs. Basal 37 ºC were: 

6.148 × 10–6 for Basal 39 ºC vs. Basal 37 ºC and 9.196 × 10–8 for HSF1i 39 ºC vs. Basal 37 ºC 

and 0.71 for comparison between HSF1i 39 ºC vs. Basal 37 ºC and Basal 39 ºC vs. Basal 37 ºC 

(Figure 2.3B). Differential selection values from pairwise competitions (Figure 2.9B) were 

tested for significance of deviation from zero (wild-type behavior), using a one-sample t-test in 

GraphPad Prism with false-discovery rate correction. For pairwise competitions in the presence 

of MxA, significance of deviation from the input Ser283 frequency was determined using a one-
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sample t-test in GraphPad Prism followed by false-discovery rate correction; Basal 37 °C 

Inactive MxA (t = 5.916, df = 2); Basal 37 ˚C Active MxA (t = 29.01, df = 2); HSF1i 37 ˚C Inactive 

MxA (t = 18.24, df = 2); HSF1i 37 °C Active MxA (t = 17.91, df = 2); Basal 39 ˚C Inactive MxA (t 

= 4.924, df = 2); Basal 39 °C Active MxA (t = 0.5877, df = 2); HSF1i 39 ˚C Inactive MxA (t = 

18.98, df = 2); HSF1i 39 °C Active MxA (t = 12.29, df = 2). ANOVA was performed for 

competitions in presence of MxA as described above. For RNA-seq, log2 fold-changes, p-

values, and Benjamini-Hochberg-adjusted p-values (ADP) are reported for all expressed 

protein-coding genes and can be found online. For MD simulations, each of the five 100 ns 

simulations was considered an independent replicate, and the %-time spent in an α-helical 

conformation was transformed using ln(P/(1–P)) before t-tests were conducted to satisfy the 

prerequisite assumptions of normality (Figure 2.10B); 278 (t = 0.95655, df = 7); 279 (t = 

0.52331, df = 6); 280 (t = −0.46542, df = 6); 281 (t = −1.21825, df = 6); 282 (t = −3.64906, df = 

7); 283 (t = −2.83812, df = 8); 284 (t = −2.83606, df = 8); 285 (t = 0.17240, df = 7); 286 (t = 

0.34125, df = 8). For apparent melting temperatures determined by circular dichroism, melt 

curves were performed in biological triplicate, the average and SEM are reported, and 

significance of deviation from wild-type was evaluated by a Student’s t-test; Ser (t = 19.59, df = 

4); Ala (t = 23.94, df = 4); Leu (t = 5.644, df = 4). 

  

https://journals.plos.org/plosbiology/article?id=10.1371/journal.pbio.3000008#sec021
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3.2 Introduction 

Human immunodeficiency virus-1 (HIV-1) remains a serious global health threat, with 

approximately 37 million people currently living with HIV/AIDS.1 While the number of HIV-related 

deaths continues to decline, owing to advances in treatment and prevention strategies in the 

past decades,2 the epidemic still claims nearly one million lives annually. The problems of latent 

infection and drug resistance remain, as does the continued failure to develop an effective HIV 

vaccine. 

With respect to the development of new therapeutic modalities impervious to antiviral 

resistance mechanisms, not just for HIV but also for other RNA viruses, the alternative strategy 

of targeting host systems instead of the rapidly mutating virus itself has gained increasing 

traction.3-4 As a minimalistic pathogen, HIV-1 requires complex interactions with host systems 

for replication.5-6 A clear understanding of the intimate interplay between the host and the virus 

is essential to provide an effective roadmap for viable, host-targeted antiviral therapeutics.4, 7  

Stress responses evolved to defend cells against damaging internal and external stimuli. 

In some cases, stress responses can provide defenses against invading pathogens. However, 

numerous viral pathogens have also developed strategies to take advantage of these same host 

stress signaling pathways. A prominent example of the latter is the cellular heat shock response 

(HSR), which is responsible for maintaining proteostasis in the cytosol and nucleus.8 The HSR 

is controlled by its master regulator, the heat shock factor 1 (HSF1) transcription factor. High 

levels of HSF1 activity can be triggered by a variety of stressors, including protein misfolding in 

the cytosol. HSF1-mediated upregulation of numerous heat shock protein (HSP) chaperones 

and quality control proteins serves to restore proteostasis, after which HSF1 activity is reduced 

to basal levels.9 Many host chaperones, including Hsp70 and Hsp90, are hijacked by diverse 

viruses to assist viral protein folding and thereby enable virion production.10-13 Inhibition of these 

same chaperones can suppress viral replication.14-18 Moreover, chaperones can potentiate the 

evolution of viral proteins. Changes in cellular proteostasis capacity can modulate viral 

evolutionary trajectories,19-21 and even define the accessibility of destabilized viral protein 

variants that can enable innate immune system escape.22 

Hence, host HSF1 activity and the functions of HSF1-regulated host chaperones are 

often beneficial for viruses.10-13, 19-21 However, this conclusion derives largely from studies on just 

a few viruses, including influenza, Dengue, Zika, and polio – with limited studies on retroviruses. 

Similar phenomena might be expected for retroviruses, which also have high mutation rates and 

a need to fold their proteins. On the other hand, the requirement for host genome integration in 
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particular adds an additional step that could be differentially influenced by HSF1 and other 

HSPs. 

Prior work has suggested an intimate role for the host cell’s HSR in multiple steps of the 

HIV-1 lifecycle. The complexity of HSF1 engagement during HIV-1 replication is perhaps best 

illustrated by HSF1’s apparent ability to either assist12, 23-26 or restrict27-28 HIV-1 propagation 

depending on the method used to perturb HSF1 activity. For example, heat stress stimulates 

HIV-1 gene transcription23 and viral replication.25-26 In other work, transient overexpression of 

wild-type HSF1 assisted HIV-1 generation24 and reactivation from latency,12 while HSF1 

knockdown proved deleterious for HIV-1 production. Alternatively, transient overexpression of a 

constitutively active variant of HSF1 suppressed long terminal repeat (LTR)-driven viral 

transcription27 and downregulated HIV-induced inflammation.28 Similarly, the reported roles of 

individual HSF1-controlled chaperones in HIV-1 replication extensively vary between different 

experimental systems.29-36 In sum, although the details are still unclear, there is clearly a 

complicated interplay between the host’s HSR and the HIV-1 lifecycle. 

Our objective was to isolate the direct effects of HSF1 activation from the indirect effects 

of the cellular stressors that are traditionally used to activate HSF1, thereby gaining a clear 

understanding of the consequences of HSF1 activity for HIV-1 replication. The achievement of 

this goal requires a tool for stress-independent HSF1 activation. Heat induction of HSF1 activity 

is unsuitable because heat is a pleiotropic stress that causes acute and severe protein 

misfolding throughout the proteome. Genetic methods are preferred as they avoid HSR 

activation, however the extent of HSF1 activation is limited by cellular compensation 

mechanisms. For example, overexpression of wild-type HSF1 increases the protein levels of the 

transcription factor, but the excess HSF1 protein is subject to chaperone-mediated regulation 

and is thus kept in an inactive state.37 Genetic HSF1 knockdown is also inefficient, owing to 

compensating proteostasis mechanisms.38 Finally, unregulated overexpression of constitutively 

active HSF1 variants must be employed with great caution to avoid nonphysiologic levels of 

HSF1 induction and consequent pleiotropic remodeling of the transcriptome.39 Chemical 

methods for directly regulating HSF1 activity are preferred.40-42 
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3.3 Results 

We first sought to generate a system in which stress-independent, small molecule-

mediated induction of HSF1 activity was possible. We engineered a stable, single-colony human 

T lymphocyte (CEM) cell line in which the expression of a constitutively active variant of HSF1 

(cHSF1)39, 43 was placed under control of the doxycycline (dox)-dependent tetracycline (tet) 

repressor.39 Treatment of the resulting CEMcHSF1 cell line (Figure 3.1A) with dox resulted in the 

expression of HSF1 target genes, as demonstrated by the increased transcript levels of HSP90, 

HSP70, and HSP40 (Figure 3.1B). The single colony cell line was carefully chosen to ensure 

that the upregulation of these downstream chaperones was similar in magnitude to that caused 

by HSF1 activation by the prototypical chemical stressor As(III)44 (Figure 3.1B), ensuring that 

HSF1 activity was not induced beyond physiologically accessible levels.39 We also generated a 

fluorescent control cell line (CEMCtrl) in which cyan fluorescent protein (CFP) expression was 

similarly placed under control of the tet repressor. 

With CEMcHSF1 and CEMCtrl cell lines in hand, we next sought to test whether stress-

independent HSF1 activation impacted HIV-1 replication. We began by treating CEMcHSF1 and 

CEMCtrl cells with dox for 18 h to activate cHSF1 or CFP expression, respectively. Next, we 

infected these preactivated cells with NL4-3 HIV-1 at a multiplicity of infection (MOI) of 0.04 for 

96 h, followed by harvesting the infectious supernatant and titering using a p24 enzyme-linked 

immunosorbent assay (ELISA). 

We observed that cHSF1 activation significantly reduced total p24 viral titers relative to 

cells with basal HSF1 activity (Figure 3.1C). In contrast, dox-induced expression of CFP in the 

CEMCtrl cell line did not alter p24 titers, showing that the result was attributable to cHSF1 activity 

and not to dox treatment. We further assessed infection kinetics by harvesting the viral 

supernatant at successive time points and titering using the p24 assay. The relative difference 

in p24 titers between cHSF1-activated versus vehicle-treated CEMcHSF1 cells became more 

pronounced as the infection progressed, with no significant difference observed in dox- versus 

vehicle-treated CEMCtrl cells at any time point (Figure 3.1D). Finally, we used the TZM-bl 

assay45 to quantify the infectious titers of collected viral supernatants. Successful infection of 

reporter TZM-bl cells activates the expression of β-galactosidase in an HIV-1 Tat-dependent 

manner, turning reporter cells blue in the presence of a 5-bromo-4-chloro-3-indolyl-p-D-

galactopyranoside (X-Gal) chromogenic substrate. The fraction of stained cells is then 

proportional to the number of infectious viral particles.45 We observed that, as also occurred with  
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Figure 3.1. Stress-independent cHSF1 activation decreases HIV-1 replication and the 
infectivity of produced virions. 
(A) Chemical genetic tool for stress-independent, small molecule-regulated activation of HSF1. 

Treatment of CEMcHSF1 cells with dox induces expression of cHSF1, which constitutively 

trimerizes and upregulates the expression of HSF1 target genes in the absence of acute 

proteostatic stress. (B) qPCR analysis of Hsp90 (HSP90AA1), Hsp70 (HSPA1A), and Hsp40 

(DNAJB1) expression in CEMcHSF1 after 18 h of treatment with 1 μg/mL dox or 2 h of treatment 

with 100 μM sodium arsenite as a positive heat shock control. (C) Fold-change in p24 titers after 

96 h of HIV-1 infection at an MOI of 0.04 in CEMcHSF1 and CEMCtrl cells, treated with 1 μg/mL dox, 

relative to vehicle-treated cells. (D) Schematic of a timecourse infection and total p24 viral titers 

during different infection time points in CEMcHSF1 and CEMCtrl cells. (E) Fold-change in infectious 

TZM-bl titers after 96 h of HIV-1 propagation in CEMcHSF1 and CEMCtrl cells, treated with 1 μg/mL 

dox, relative to vehicle-treated cells. *, **, ***, and ns correspond to p-values <0.05, <0.001, 

<0.0001, and not significant, respectively. 
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the p24 titers, infectious titers were indeed decreased by cHSF1 activation in CEMcHSF1 cells, 

whereas they did not change upon CFP activation in CEMCtrl cells (Figure 3.1E).  

The high mutation rate of HIV-1 often promotes rapid escape from inhibitory pressure. 

Therefore, we next asked whether continuous propagation of HIV-1 under pressure from cHSF1 

activity would result in rapid antiviral escape. We performed three serial passages in cHSF1-

activated versus vehicle-treated CEMcHSF1 cells (Figure 3.2A). At each passage, the pre-

activated cells were infected at an MOI of 0.04 for 96 h, followed by harvesting the viral 

supernatant and titering. The infectious (TZM-bl) titers were used to initiate the subsequent 

passage at the same MOI. Notably, both total and infectious viral titers were still decreased in 

+cHSF1 cells relative to vehicle-treated cells even after the third serial passage (Figures 3.2B 

and C), indicating that the virus cannot readily adapt to cHSF1-mediated replication restriction.  

Figure 3.2. HIV-1 does not adapt to escape HSF1 activation over the course of three serial 
passages. 
(A) Schematic of NL4-3 HIV-1 serial passaging. CEMcHSF1 cells were pretreated with 1 μg/mL 

dox for 18 h prior to infection with NL4-3 HIV-1 for 96 h at an MOI of 0.04. Infectious titers of 

the viral supernatant were determined using the TZM-bl assay, and then, the supernatant was 

used to infect the subsequent passage at the same MOI. (B) Fold-change in total p24 and (C) 

infectious TZM-bl titers at each passage. *, **, ***, and **** correspond to p-values < 0.05, < 

0.01, < 0.001, and < 0.0001, respectively. 
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One potential trivial explanation for HSF1’s effect on HIV-1 replication could be 

cytotoxicity. We assessed cell health in the conditions of our viral propagation experiments by 

using a CellTiter-Glo assay. We observed that cellular ATP levels were not significantly altered 

by stress-independent cHSF1 activation (Figure 3.3A). 

 

We next asked whether the observed inhibition of HIV-1 was specific to the HSR or 

could be replicated by stress-independent activation of other protein misfolding stress 

responses. We engineered a stable cell line, termed CEMDAX, in which the IRE1-XBP1s and 

ATF6 arms of the unfolded protein response (UPR), which is responsible for maintaining 

proteostasis in the secretory pathway,46 could be activated by small molecules in a stress-

independent manner. Our approach was to render XBP1s expression dox-inducible by placing 

the XBP1s gene under control of the tetracycline promoter.47 To control the ATF6 arm of the 

UPR, we fused the transcriptionally active form of ATF6 to an Escherichia coli dihydrofolate 

reductase (DHFR) destabilized domain.48 Treatment of CEMDAX cells with trimethoprim (TMP) 

stabilizes the DHFR domain, resulting in ATF6 transcriptional activity. This strategy is well-

established for stress-independent control of the IRE1-XBP1s and ATF6 arms of the unfolded 

protein response.21, 41, 49-54 We verified the selective, dox-dependent induction of XBP1s target 

genes and the selective, TMP-dependent induction of ATF6 target genes in CEMDAX cells using 

qPCR (Figure 3.4).49 We also employed a fluorescent control CEMCtrl cell line stably engineered 

to express dox-inducible CFP and E. coli DHFR-fused yellow fluorescent protein (YFP). We 

then pretreated CEMDAX and CEMCtrl cells with dox and TMP for 18 h to activate the 

Figure 3.3. Decreased HIV-1 replication is not attributable to HSF1-induced cytotoxicity. 
(A) Cellular ATP levels upon 1 μg/mL dox treatment of CEMcHSF1 and CEMCtrl cells for 96 h, as 
assessed using a CellTiter-Glo assay. (B) Total p24 viral titers upon 1 μg/mL dox and 10 μM 
TMP treatment of CEMDAX and CEMCtrl cell lines. 
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corresponding constructs, infected the cells with HIV-1 at an MOI of 0.04, and measured the 

resulting p24 titers after 96 h. No significant change in p24 titers was observed upon dox and 

TMP treatment in either the CEMDAX or the CEMCtrl cells (Figure 3.3B). Thus, HSF1-mediated 

abrogation of HIV-1 replication is a specific feature of HSR activation, not a general 

consequence of inducing protein misfolding stress responses. 

Next, we used RNA-Seq to globally assess transcriptome remodeling owing to cHSF1 

activation in CEMcHSF1 cells. In particular, we were interested in whether or not stress-

independent cHSF1 induction might elicit an antiviral response in CEMcHSF1 cells. As expected, 

given the specificity of our stress-independent, chemical induction of cHSF1, the most 

prominent upregulated genes were all well-known components of the HSR (Figure 3.5).39 Also, 

as expected, no significant induction of UPR target genes was observed (Figure 3.5A).  

We applied gene set enrichment analysis (GSEA)55 (Tables 3.1 and 3.2) to better 

understand key features of the transcriptome remodeling caused by cHSF1 activation. We 

observed that known HSR-related gene sets were massively enriched (MSigDB c5 collection; 

Figure 3.6A, Tables 3.1 and 3.2). Furthermore, the HSF1-binding motif itself was strongly 

enriched upstream of genes that were found to be responsive to stress-independent cHSF1 

activation (MSigDB c3 collection, Figure 3.7). However, we did not observe any significant 

enrichment of antiviral restriction factors using the MSigDB c5 collection (see Figure 3.6B for 

example enrichment plots, Tables 3.1 and 3.2). Similarly, when other functional databases 

Figure 3.4. Selective induction of XBP1s and/or ATF6 target genes in CEMDAX cells. 
qPCR analysis of the unfolded protein response genes (BiP, ERDJ4, SEC24D, HYOU1, 

CHOP) expression levels upon tet-XBP1s activation with 1 µg/mL doxycycline for 18 h, DHFR-

ATF6 activation with 10 µM trimethoprim for 18 h, or both, and 10 µg/mL tunicamycin (Tm) 

treatment as a positive control for stress-mediated unfolded protein response activation. 
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regrouped in the MSigDB c2 collections were interrogated, viral- and interferon-response 

pathways tended either not to display any bias or even to be enriched among downregulated 

gene sets (Tables 3.3 and 3.4). 

 

  

Figure 3.5. Transcriptional profile of HSF1-activated host environment. 
(A) Heat map showing the differential expression of select proteostasis genes upon stress-

independent cHSF1 activation with 1 μg/mL dox for 18 h in CEMcHSF1 cells relative to vehicle 

treatment. (B) Volcano plot showing distribution of expressed transcripts upon HSF1 activation 

with 1 µg/mL doxycycline for 18 h in CEMcHSF1 cells. Red dots correspond to transcripts 

displaying ≥ 2-fold expression changes with p-values ≤ 10–5. Genes with p-value of 0 were 

assigned an absolute maximum p-value of 10-300 for the purpose of display on the volcano plot. 
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Table 3.1. Gene set enrichment analysis results of upregulated genes for cHSF1 
activation using MSigDB c5. 
The top 15 upregulated gene groups are shown, complete table is available online. 

Gene ontology group NES FDR q-val 

GO_UNFOLDED_PROTEIN_BINDING 2.53 0.00E+00 

GO_REGULATION_OF_CELLULAR_RESPONSE_TO_HEAT 2.48 0.00E+00 

GO_CHAPERONE_MEDIATED_PROTEIN_FOLDING 2.45 0.00E+00 

GO_CELLULAR_RESPONSE_TO_HEAT 2.45 0.00E+00 

GO_PROTEIN_FOLDING 2.43 0.00E+00 

GO_RESPONSE_TO_HEAT 2.41 0.00E+00 

GO_HEAT_SHOCK_PROTEIN_BINDING 2.40 0.00E+00 

GO_PROTEIN_REFOLDING 2.34 0.00E+00 

GO_RESPONSE_TO_TEMPERATURE_STIMULUS 2.34 0.00E+00 

GO_DE_NOVO_PROTEIN_FOLDING 2.32 0.00E+00 

GO_CHAPERONE_COFACTOR_DEPENDENT_PROTEIN_REFOLDING 2.29 0.00E+00 

GO_CHAPERONE_COMPLEX 2.24 1.86E-05 

GO_ATPASE_REGULATOR_ACTIVITY 2.21 3.40E-05 

GO_CHAPERONE_MEDIATED_PROTEIN_COMPLEX_ASSEMBLY 2.21 4.72E-05 

GO_CHAPERONE_BINDING 2.18 1.47E-04 

 

Table 3.2. Gene set enrichment analysis results of downregulated genes for cHSF1 
activation using MSigDB c5. 
The top 15 downregulated gene groups are shown, complete table is available online. 

Gene ontology group NES FDR q-val 

GO_STRUCTURAL_CONSTITUENT_OF_RIBOSOME -2.91 0.00E+00 

GO_RIBOSOMAL_SUBUNIT -2.82 0.00E+00 

GO_COTRANSLATIONAL_PROTEIN_TARGETING_TO_MEMBRANE -2.81 0.00E+00 

GO_ESTABLISHMENT_OF_PROTEIN_LOCALIZATION_TO 
_ENDOPLASMIC_RETICULUM 

-2.78 0.00E+00 

GO_CYTOSOLIC_RIBOSOME -2.72 0.00E+00 

GO_CYTOSOLIC_LARGE_RIBOSOMAL_SUBUNIT -2.71 0.00E+00 

GO_NUCLEAR_TRANSCRIBED_MRNA_CATABOLIC_PROCESS 
_NONSENSE_MEDIATED_DECAY 

-2.69 0.00E+00 

GO_PROTEIN_LOCALIZATION_TO_ENDOPLASMIC_RETICULUM -2.68 0.00E+00 

GO_LARGE_RIBOSOMAL_SUBUNIT -2.67 0.00E+00 

GO_RIBOSOME -2.55 0.00E+00 

GO_SMALL_RIBOSOMAL_SUBUNIT -2.35 1.44E-05 

GO_ORGANELLAR_RIBOSOME -2.28 1.32E-05 

GO_CYTOSOLIC_SMALL_RIBOSOMAL_SUBUNIT -2.21 6.07E-05 

GO_KILLING_OF_CELLS_OF_OTHER_ORGANISM -2.18 2.03E-04 

GO_MITOCHONDRIAL_TRANSLATIONAL_TERMINATION -2.16 3.16E-04 

 

  

https://pubs.acs.org/doi/10.1021/acsinfecdis.0c00166
https://pubs.acs.org/doi/10.1021/acsinfecdis.0c00166
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Figure 3.6. Stress-independent HSF1 induction activates heat shock response genes and 
does not trigger a broad-scale antiviral response. 
(A) Selected gene set enrichment plots for heat shock response-related and (B) antiviral 

response-related gene sets in CEMcHSF1 cells treated with 1 µg/mL doxycycline for 18 h to induce 

cHSF1. These enrichment plots are drawn from the MSigDB c5 collection. 
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Table 3.3. Gene set enrichment analysis results of upregulated genes for cHSF1 
activation using MSigDB c2. 
The top 15 upregulated gene groups are shown, complete table is available online. 

Gene group NES FDR q-val 

REACTOME_CELLULAR_RESPONSE_TO_HEAT_STRESS 2.52 0.00E+00 

REACTOME_HSP90_CHAPERONE_CYCLE_FOR_STEROID_ 
HORMONE_RECEPTORS_SHR 

2.46 0.00E+00 

REACTOME_REGULATION_OF_HSF1_MEDIATED_HEAT_SHOCK 
_RESPONSE 

2.45 0.00E+00 

REACTOME_HSF1_DEPENDENT_TRANSACTIVATION 2.42 0.00E+00 

REACTOME_HSF1_ACTIVATION 2.38 0.00E+00 

REACTOME_ATTENUATION_PHASE 2.37 0.00E+00 

YORDY_RECIPROCAL_REGULATION_BY_ETS1_AND_SP100_DN 2.34 0.00E+00 

REACTOME_FORMATION_OF_TUBULIN_FOLDING_INTERMEDIATES 
_BY_CCT_TRIC 

2.20 1.03E-04 

GARGALOVIC_RESPONSE_TO_OXIDIZED_PHOSPHOLIPIDS _BLUE_UP 2.20 1.37E-04 

KIM_WT1_TARGETS_8HR_UP 2.17 2.68E-04 

REACTOME_COOPERATION_OF_PREFOLDIN_AND_TRIC 
_CCT_IN_ACTIN_AND_TUBULIN_FOLDING 

2.15 5.80E-04 

CHANDRAN_METASTASIS_TOP50_UP 2.13 7.03E-04 

KEGG_ANTIGEN_PROCESSING_AND_PRESENTATION 2.12 1.06E-03 

REACTOME_UPTAKE_AND_ACTIONS_OF_BACTERIAL_TOXINS 2.11 1.16E-03 

REACTOME_SEMAPHORIN_INTERACTIONS 2.11 1.12E-03 

 
Table 3.4. Gene set enrichment analysis results of downregulated genes for cHSF1 
activation using MSigDB c2. 
The top 15 downregulated gene groups are shown, complete table is available online. 

Gene group NES 
FDR q-
val 

KEGG_RIBOSOME -3.05 0.00E+00 

REACTOME_SRP_DEPENDENT_COTRANSLATIONAL_PROTEIN 
_TARGETING_TO_MEMBRANE 

-3.02 0.00E+00 

REACTOME_SELENOAMINO_ACID_METABOLISM -2.98 0.00E+00 

REACTOME_NONSENSE_MEDIATED_DECAY_NMD_INDEPENDENT 
_OF_THE_EXON_JUNCTION_COMPLEX_EJC 

-2.93 0.00E+00 

REACTOME_NONSENSE_MEDIATED_DECAY_NMD -2.83 0.00E+00 

REACTOME_EUKARYOTIC_TRANSLATION_INITIATION -2.79 0.00E+00 

REACTOME_REGULATION_OF_EXPRESSION_OF_SLITS _AND_ROBOS -2.65 0.00E+00 

REACTOME_TRANSLATION -2.61 0.00E+00 

CHNG_MULTIPLE_MYELOMA_HYPERPLOID_UP -2.54 0.00E+00 

ELVIDGE_HIF1A_TARGETS_DN -2.54 0.00E+00 

BILANGES_SERUM_AND_RAPAMYCIN_SENSITIVE_GENES -2.50 0.00E+00 

MENSE_HYPOXIA_UP -2.42 0.00E+00 

MOOTHA_VOXPHOS -2.35 1.48E-05 

REACTOME_RRNA_PROCESSING_IN_THE_NUCLEUS_AND _CYTOSOL -2.34 1.37E-05 

REACTOME_RRNA_PROCESSING -2.34 2.53E-05 

https://pubs.acs.org/doi/10.1021/acsinfecdis.0c00166
https://pubs.acs.org/doi/10.1021/acsinfecdis.0c00166
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These observations suggest that 

stress-independent HSF1 activation in 

CEMcHSF1 cells does not inhibit HIV-1 

replication by inducing a general antiviral 

response. We next examined individual 

genes within the broad gene ontology group 

“Defense Response to Virus” (Table 3.5). 

While typical components of the general 

antiviral defense response, including many 

interferon-related genes, were not enriched 

or even downregulated, we were intrigued 

to note that the most upregulated gene in 

the entire gene set was ZC3HAV1. 

ZC3HAV1 encodes the zinc finger antiviral 

protein ZAP (also known as PARP13), and 

was upregulated 3.2-fold in our RNA-Seq 

experiment upon cHSF1 induction. ZAP is known to restrict the replication of multiple viruses, 

particularly including HIV-1,56-57 by targeting viral mRNA in the cytoplasm for degradation.58 ZAP 

can also bind HSF159 and assist HSF1 binding to DNA prior to heat shock.60 Indeed, the first 

intron of ZAP possesses an HSF1-binding motif, located in a putative chromatin regulatory 

region denoted by a peak of H3K27-acetylated histones, as reported by the Encyclopedia of 

DNA Elements (ENCODE) consortium in an immortalized B-cell line (chromatin 

immunoprecipitation (ChIP)-Seq ENCODE track on the UCSC Genome Browser).61 We used 

qPCR to confirm that the induction of cHSF1 in CEMcHSF1 cells indeed triggered upregulation of 

ZAP mRNA (Figure 3.8). On the basis of these observations, ZAP induction is likely to 

contribute to cHSF1-mediated inhibition of HIV-1 replication. 

Table 3.5. Gene list for the “Defense Response to Virus” gene ontology group. 
The top 15 genes are shown, complete table is available online. 

Gene Rank ES  Gene Rank ES  Gene Rank ES 

ZC3HAV1 44 0.03  PML 182 0.15  ILF3 648 0.19 

GBP3 69 0.06  AGBL5 227 0.16  ANKRD17 741 0.19 

BST2 79 0.09  RNF216 266 0.18  EIF2AK2 824 0.20 

MICB 101 0.11  DHX9 488 0.18  PUM2 859 0.20 

FLNA 113 0.14  MAVS 622 0.18  STAT2 913 0.21 

Figure 3.7. Heat shock factor (HSF) motif is 
enriched upon stress-independent cHSF1 
induction. 
cHSF1 was induced with 1 µg/mL doxycycline 

for 18 h in CEMcHSF1 cells. Gene set enrichment 

plot of HSF motif was generated using 

TTCNRGNNNNTTC_HSF_Q6 gene set from 

MSigDB c3 collection. 

https://pubs.acs.org/doi/10.1021/acsinfecdis.0c00166
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3.4 Discussion 

Although ZAP induction may play a role in the inhibition of HIV-1 replication, the key 

finding from our RNA-Seq analysis was that cHSF1 activation largely drives a transcriptional 

remodeling of the cellular chaperone network, with minimal impacts on immune responses and 

traditional viral restriction factors. A number of these chaperones have been implicated in the 

HIV lifecycle and play important roles in viral protein folding and assembly.62-64 Thus, it is 

possible that the remodeled cytosolic and nuclear proteostasis network, which did not evolve to 

support HIV-1 replication but rather to ensure cellular proteostasis, might disrupt these steps in 

the lifecycle by diverting viral proteins from function or the orchestrated virion assembly process. 

In this regard, it is noteworthy that comparing the total (p24) to the infectious (TZM-bl) viral 

titers, we observed that the fraction of produced virions that are infection-competent significantly 

decreased upon cHSF1 activation (Figure 3.9). This observation is consistent with cHSF1 

activation disrupting steps in the viral lifecycle such as viral protein folding and/or virion 

assembly that could lead to the production of a larger fraction of defective viral particles. 

Because host chaperones not only directly modulate viral protein folding and assembly but also 

participate in earlier steps of the viral replication cycle, such as nuclear import,34 genome 

integration,65 and transcription,33, 36 we do not exclude the possibility of additional inhibitory roles 

of the cHSF1-remodeled proteostasis network in these processes. 

Figure 3.9. HSF1 reduces infectivity of 
newly produced virions. 
Fold-change in infectious TZM-bl titers per ng 
of p24 after 96 h of HIV-1 infection at an MOI 
of 0.04 in CEMcHSF1 and CEMCtrl cells treated 
with 1 μg/mL dox, relative to vehicle-treated 
cells. ** and ns correspond to p-values < 0.01 
and not significant, respectively. 

Figure 3.8. Induction of cHSF1 
activates ZAP transcription. 
PCR analysis of the classical heat shock 
response gene Hsp90 and ZAP 
expression levels upon treatment of 
CEMcHSF1 cells with 1 µg/mL doxycycline 
for 18 h. *** and ****correspond to p-
values <0.001 and <0.0001, respectively. 
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In summary, the use of a chemically controlled cHSF1 construct allowed us to 

investigate the direct consequences of HSF1 activation at physiologically relevant levels, 

eliminating the requirement for inducing global protein misfolding while also avoiding the off-

target consequences of cHSF1 overexpression. We were also able to avoid the complications 

associated with transient overexpression of HSF1 or cHSF1,39, 42 including off-target gene 

induction, which convoluted prior studies. Using this approach, we demonstrated that stress-

independent HSF1 activation restricts HIV-1 replication in CEM cells. When cHSF1 was 

activated, fewer total HIV-1 virions were produced and the proportion of infectious virions was 

also lowered. Moreover, cHSF1-mediated inhibition of HIV-1 replication persisted through three 

consecutive serial passages without detectable recovery of viral titers, suggesting that escape 

mechanisms are not readily available to the virus. The effects of cHSF1 activation were HSR-

specific and not attributable to reductions in host cell health, off-target cHSF1 activity, or 

activation of protein misfolding stress responses in general.  

The exact molecular mechanisms of HSF1-mediated restriction of HIV-1 replication 

remain an important subject for further study and are likely multifactorial. First, viral transcripts 

are known to be targeted to degradation by the HSF1-controlled host restriction factor ZAP, 

which has an HSF1-binding promoter and was transcriptionally upregulated in our system 

despite the absence of a general antiviral response induced by cHSF1. Second, cHSF1 

activation reduces the infectivity of newly formed virions. This observation suggests that the 

remodeled host chaperone network promotes the formation of defective viral particles. While 

deciphering the origins of HSF1-mediated inhibition of HIV-1 replication and elucidating in vivo 

relevance of these findings requires future investigation, this work clearly implicates HSF1 as a 

host antiviral restriction factor for HIV-1 and motivates continued consideration of host HSR-

targeted therapeutics to address retroviral infections. 
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3.5 Materials and Methods 

Plasmids. The following lentiviral destination vectors were used for stable cell line construction: 

pLenti CMV/TO zeo DEST with either human cHSF141 or CFP inserts (Addgene), pLenti6/V5 

DEST Gateway with a tetracycline repressor insert (Invitrogen), pLenti CMV puro DEST 

(Invitrogen) with a DHFR.YFP fusion insert, and previously described DHFR.ATF6(1–373)- and 

XBP1s-encoding pLenti vectors.49 

 

Cell culture. Human T lymphocytes (CEM) were grown in RPMI-1640 medium (Corning) 

supplemented with 10% heat-inactivated fetal bovine serum (FBS; CellGro), 1% 

penicillin/streptomycin/glutamine (CellGro) at 37 °C with 5% CO2(g). TZM-bl reporter cells were 

obtained from the NIH AIDS Reagent Program. TZM-bl cells were cultured in DMEM (Corning) 

supplemented with 10% heat-inactivated fetal bovine serum (Cellgro), 1% 

penicillin/streptomycin/glutamine (Cellgro) at 37 °C with 5% CO2(g).  

 

Stable cell line construction. For the CEMcHSF1 and CEMCtrl cell lines construction, CEM cells 

were transduced first with lentivirus encoding a blasticidin-resistant tetracycline repressor and 

then with lentiviruses encoding zeocin-resistant cHSF1 or CFP constructs, respectively. 

Transduction was accomplished by spinoculation with 2 µg/mL polybrene (Sigma-Aldrich) at 

1,240 × g for 1–1.5 h. Heterostable cell lines expressing the tetracycline repressor and cHSF1 

or CFP were then selected using 10 µg/mL blasticidin (Gibco) and 50 µg/mL zeocin (Invitrogen). 

Single colonies of CEMcHSF1 and CEMCtrl cells were generated from the heterostable population 

by seeding 30–40 cells in a 96-well plate in 100 µl of RPMI media without antibiotics for 10–14 

days. Clonal populations were then selected and expanded in 24-well plates in 500 µL of RPMI 

containing 10 µg/mL blasticidin and 50 µg/mL zeocin. Cells were grown to confluency and then 

screened based on functional testing of the cHSF1 construct using RT-PCR for CEMcHSF1 cells 

(described below) and CFP fluorescence for the CEMCtrl cell line with or without 1 µg/mL 

doxycycline (dox; Alfa Aesar). CEMCtrl cell lines were also engineered to express DHFR.YFP by 

transduction with lentivirus encoding DHFR.YFP (selection using puromycin at 8 µg/mL and 

single colony selection as above upon visual inspection of 10 µM trimethoprim (TMP; Alfa 

Aesar)-treated cells). For the CEMDAX cell line construction, CEM cells were transduced first with 

lentivirus encoding a blasticidin-resistant tetracycline repressor, then with lentiviruses encoding 

geneticin-resistant hXBP1s and zeocin-resistant DHFR.ATF6, following the protocol described 

above. Single colonies were selected and expanded in RPMI with 10 µg/mL blasticidin, 500 
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µg/mL geneticin sulfate (G418, Enzo Life Sciences) and 50 µg/mL zeocin. The cell lines were 

characterized by CellTiter-Glo viability assay, RT-PCR, and RNA-Seq, as described below. 

 

Quantitative RT-PCR. CEMcHSF1 and CEMDAX cells were seeded at a density of 2 × 105 

cells/well in a 6-well plate. The cells were treated with 0.1 % DMSO, 1 μg/mL doxycycline, 10 

μM TMP, or both (as indicated) for 18 h, 100 μM sodium arsenite (Alfa Aesar) for 2 h for the 

heat shock activation control, or 10 μg/mL tunicamycin (Sigma-Aldrich) for 6 h for the UPR 

activation control. Each treatment was performed in biological triplicate. Cellular RNA was 

extracted using the E.Z.N.A Total RNA Kit (Omega). 1 μg RNA was reverse transcribed into 

cDNA using the High-Capacity Reverse Transcription kit (Applied Biosystems). The cDNA 

reaction was then diluted to 80 μL with molecular biology-grade water and 2 μL of each sample 

was used for RT-PCR with the 2× Sybr Green Reaction Mix (Roche). To assess heat shock 

response (HSR) activation, primers for human RPLP2 (housekeeping gene), HSP90AA1, 

HSPA1A, DNAJB1 genes were used (Table 3.6). To assess unfolded protein response (UPR) 

activation, primers for human GAPDH (housekeeping gene), BIP, SEC24D, ERDJ4, HYOU1, 

CHOP were used (Table 3.6). Transcript levels were first normalized to RPLP2 levels for HSR 

activation and to GAPDH for UPR activation for every sample, and then normalized for drug-

treated versus vehicle-treated cells. 

 

Table 3.6. RT-PCR primer sequences. 

Gene Forward primer sequence Reverse primer sequence 

RPLP2 CGTCGCCTCCTACCTGCT CCATTCAGCTCACTGATAACCTT 

HSP90AA1 GATAAACCCTGACCATTCC AAGACAGGAGCGCAGTTTCATAAA 

HSPA1A GGAGGCGGAGAAGTACA GCTGATGATGGGGTTACA 

DNAJB1 TGTGTGGCTGCACAGTGAAC ACGTTTCTCGGGTGTTTTGG 

GAPDH TGGAAGGACTCATGACCACA AGGGGTCTACATGGCAACTG 

BIP GCCTGTATTTCTAGACCTGCC TTCATCTTGCCAGCCAGTTG 

ERDJ4 CTGTATGCTGATTGGTAGAGTCAA AGTAGACAAAGGCATCATTTCCAA 

SEC24D AGCAGACTGTCCTGGGAAGC TTTGTTTGGGGCTGGAAAAG 

HYOU1 GCAGACCTGTTGGCACTGAG TCACGATCACCGGTGTTTTC 

CHOP GGAGCTGGAAGCCTGGTATG GCCAGAGAAGCAGGGTCAAG 

ZAP GCACTTGTTAACGATTCTTTATCTG AGCGGACAACCCTTACACAG 
 

HIV-1 infection. CEMcHSF1 and CEMCtrl cells were seeded in T75 vented tissue culture flasks 

(Corning) at a density of 2.5 × 107 cells/flask in 15 mL of RPMI media. The cells were pre-

treated with 1 μg/mL dox for 18 h and infected with NL4-3 virus at a multiplicity of infection 

(MOI) of 0.04, based on the infectious (TZM-bl) viral titers. To remove unbound virions from 
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culture after 12 h of infection, the cells were pelleted at 2,000 × g for 5 min, washed with 25 mL 

of PBS, and resuspended in 50 mL of RPMI media supplemented with 1 μg/mL dox. After 4 

days. the viral supernatant was harvested, clarified at 2,000 × g for 5 min to remove cell debris, 

and stored at –80 °C. The supernatant was titered using p24 and TZM-bl assays. The infectious 

TZM-bl titers were used to initiate the subsequent serial passaging infection at an MOI of 0.04. 

For time-course of infection studies, the cells were plated in 24-well plates at density 1.5 × 105 

cells/well in 1.5 mL of RPMI media with and without 1 μg/mL doxycycline. After 18 h, the cells 

were infected with NL4-3 virus at an MOI of 0.05. The infectious supernatant was harvested at 

48, 72 and 96 hours post infection and stored at –80 °C prior titering using the p24 assay. 

CEMDAX cells were seeded at a density of 5 × 105 cells/well in a 24-well plate and pre-treated 

with 1 μg/mL dox and 10 μM TMP for 18 h. The cells were infected with NL4-3 virus at an MOI 

of 0.04 as described above and viral supernatant was titered using the p24 assay. 

 

p24 assay. ELISA plates were prepared by coating 96-well plates with 100 μL/well of 0.02 

mg/mL anti-HIV-1 Gag antibody (Aalto Bio Reagents Ltd) in 1 M NaHCO3 (pH 8.5). After 3 h 

incubation at rt, plates were washed twice with 200 μL of Tris-buffered saline (TBS; VWR) and 

blocked with 250 μL of 2% milk in TBS overnight at rt. The plates were stored at –20 °C and 

washed with 1× phosphate-buffered saline (PBS) twice prior to use. Cell-free viral supernatants 

were assayed for HIV-1 Gag p24 levels by ELISA. Virus was lysed with an effective 

concentration of 1% Empigen detergent (Sigma) in a 96-well plate for at least 1 h. After 1 h, the 

lysate was thoroughly mixed and diluted 500–1000 fold with 0.05% Empigen in TBS. p24 

standards were prepared by a serial 4-fold dilution of 40 ng/μL recombinant HIV-1 Gag (Aalto 

Bio Reagents Ltd) in 0.05% Empigen in TBS. The supernatant from uninfected cells was used 

as a negative control. First, 100 μL of each diluted lysate, p24 standard dilutions, and a negative 

control were added to ELISA plates in duplicate and incubated for 3 h at rt. Next, the plate was 

washed twice with TBS, and then 100 μL/well of 1:10,000 diluted mouse monoclonal anti-HIV-1-

p24 antibody conjugated to alkaline phosphatase (Aalto Bio Reagents Ltd) was added and 

incubated for 1 h at rt. The plate was then washed 4× with 200 μL of 0.1% Tween in PBS and 

twice with Tropix Assay Buffer (Applied Biosystems). Next, the plate was incubated with 50 μL 

of ([3-(1-chloro-3'-methoxyspiro[adamantane-4,4'-dioxetane]-3'-yl)phenyl] dihydrogen 

phosphate) (CSPD) substrate with Sapphire II enhancer (Invitrogen) for 30 min. Luminescence 

was quantified using a Take-3 plate reader (BioTek), monitoring each well for 2 sec. 
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TZM-bl assay. TZM-bl reporter cells were seeded at a density of 2.5 × 104 cells/well in 48-well 

plates. After 5 h, the cells were infected with 100 μL of serially diluted infectious supernatant 

containing 10 μg/ml polybrene. Each sample was used to infect four technical replicates. After 2 

d, the viral supernatant was removed, the cells were washed twice with PBS, and then fixed 

with 4% paraformaldehyde (Thermo Scientific) for 20 min. After fixing, the cells were washed 

twice with PBS and stained with 4 mM potassium ferrocyanide, 4 mM ferricyanide, and 0.4 

mg/mL 5-bromo-4-chloro-3-indolyl-p-D-galactopyranoside (X-Gal) in PBS at 37 °C for 50 min. 

The cells were washed with PBS, blue cells were counted manually under a microscope, and 

infectious titers were calculated as the number of blue cells per volume of viral inoculum. 

 

CellTiter-Glo viability assay. CEMcHSF1 and CEMCtrl cells were seeded in biological triplicate at 

a density of 103 cells/well in a 96-well plate and pre-treated with 1 μg/mL dox or water (vehicle) 

for 96 h. The CellTiter-Glo (Promega) assay was then performed according to the 

manufacturer’s instructions. Luminescence was recorded using a Take-3 plate reader (BioTek). 

The raw fluorescence units for all treatments were normalized to vehicle control. 

 

RNA-Seq. CEMHSF1 or CEMCtrl cells were seeded at a density of 2 × 105 cells/well in a 24-well 

plate in quadruplicate. The cells were treated with either vehicle or 1 μg/mL dox for 18 h. 

Cellular RNA was harvested using the RNeasy Plus Mini Kit with QIAshredder homogenization 

columns (Qiagen). RNA-Seq libraries were prepared using the Kapa mRNA HyperPrep RNA-

Seq library construction kit (Kapa/Roche), with 7 min fragmentation at 94 °C and 15 PCR cycles 

of final amplification and duplex barcoding. Libraries were quantified using the Fragment 

Analyzer and qPCR before being sequenced on an Illumina HiSeq 2000 using 40-bp single-end 

reads in High Output mode. Reads were aligned against hg19 (Feb., 2009) using bwa mem v. 

0.7.12-r1039 [RRID:SCR_010910] with flags –t 16 –f and mapping rates, fraction of multiply-

mapping reads, number of unique 20-mers at the 5´ end of the reads, insert size distributions 

and fraction of ribosomal RNAs were calculated using bedtools v. 2.25.0 [RRID:SCR_006646].66 

In addition, each resulting bam file was randomly down-sampled to a million reads, which were 

aligned against hg19 and read density across genomic features were estimated for RNA-Seq-

specific quality control metrics. For mapping and quantitation, reads were aligned against 

GRCh38/ENSEMBL 89 annotation using STAR v. 2.5.3a with the following flags -runThreadN 8 

–runMode alignReads –outFilter-Type BySJout –outFilterMultimapNmax 20 –

alignSJoverhangMin 8 –alignSJDBoverhangMin 1 –outFilterMismatchNmax 999 –alignIntronMin 

10 –alignIntronMax 1000000 –alignMatesGapMax1000000 –outSAMtype BAM 
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SortedByCoordinate –quantMode TranscriptomeSAM with –genomeDir ointing to a 75nt-

junction GRCh38 STAR suffix array.67 Gene expression was quantitated using RSEM v. 1.3.0 

[RRID:SCR_013027] with the following flags for all libraries: rsem-calculate-expression –calc-

pme –alignments -p 8 –forward-prob 0 against an annotation matching the STAR SA 

reference.68 Posterior mean estimates (pme) of counts and estimated RPKM were retrieved. For 

differential expression analysis, dox-treated CEMcHSF1 cells were compared against vehicle-

treated CEMcHSF1 samples. Briefly, differential expression was analyzed in the R statistical 

environment (R v.3.4.0) using Bioconductor’s DESeq2 package on the protein-coding genes 

only [RRID:SCR_000154].69 Dataset parameters were estimated using the 

estimateSizeFactors(), and estimateDispersions() functions; read counts across conditions were 

modeled based on a negative binomial distribution, and a Wald test was used to test for 

differential expression (nbinomWaldtest(), all packaged into the DESeq() function), using the 

treatment type as a contrast. Shrunken log2 fold-changes were calculated using the lfcShrink 

function. Fold-changes and p-values were reported for each protein-coding gene. Gene 

ontology analyses were performed using the online DAVID server.70 Heat maps for select genes 

were generated in GraphPad Prism version 7.0b (Figure 3.5A). 

 

Gene set enrichment analysis (GSEA). Differential expression results from DESeq2 were 

retrieved, and the “stat” column was used to pre-rank genes for GSEA analysis. Briefly, these 

“stat” values reflect the Wald’s test performed on read counts as modeled by DESeq2 using the 

negative binomial distribution. Genes that were not expressed were excluded from the analysis. 

Alternatively, gene loadings from PCA analysis were used as ranking metrics. GSEA (desktop 

version, v3.0)55, 71 was run in the pre-ranked mode against MSigDB 7.0 Hallmark, C2 (curated 

gene sets), C5 (Gene Ontology), C6 (oncogenic signatures) and C7 (immunologic signatures) 

sets, using the official gene symbol as the key, with a weighted scoring scheme, normalizing by 

meandiv, with gene sets between 5 and 2000 genes (5379 gene sets retained for C2, 830 for 

C3, 9373 for C5, 189 for C6 and 4872 for C7), and 5000 permutations were run for p-value 

estimation. GSEA enrichment plots were replotted using a modified version of the 

ReplotGSEA.R script (https://github.com/PeeperLab/Rtoolbox/blob/master/R/ReplotGSEA.R).  

 

Statistical analyses. All experiments were performed in biological triplicate with the data 

presented as mean ± standard deviation. Statistical significance was assessed using unpaired t-

tests with Welch's correction in GraphPad Prism version 7.0b.  
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4.1.  Conclusions 

Recent pioneering work by our laboratory established the fundamental impact of host 

proteostasis on viral evolution, which defines the accessible evolutionary trajectories and 

mutational tolerance of viral proteins. My work targets the evolutionary implications of such 

impact. The work presented in this thesis demonstrates, for the first time, that interaction of viral 

proteins with host chaperones facilitates viral adaptation by assisting folding of destabilized viral 

mutants, which can possess important evolutionary advantages. Together with my colleague, 

Dr. Angela M. Phillips, we discovered the critical dependence of biophysically defective innate 

immune escape 1918 Spanish Flu pandemic variant on the Heat Shock Factor 1 (HSF1)-

controlled proteostasis network assistance. Restricted access to such proteostasis assistance 

shifts the balance between phenotypical benefits and biophysical costs of viral protein mutants 

towards innate immunity-sensitive, but structurally intact variant. This discovery establishes the 

novel role of chaperones as potentiators of viral adaptation and illuminates the underlying 

molecular details, thus adding a new chapter to fundamental evolutionary biology and 

highlighting a potent therapeutic avenue, which may be less susceptible to resistance than 

conventional approaches. 

My work in collaboration with Dr. Emmanuel E. Nekongo demonstrates the flip side of 

viral dependence on the host proteostasis assistance. We discovered the novel role of host 

HSF1 as an antiviral restriction factor. Stress-independent HSF1 activation inhibits human 

immunodeficiency virus 1 (HIV-1) replication. Not only is a smaller amount of viral particles 

produced, but also the infectivity of viral progeny is compromised. Although the exact molecular 

mechanism is yet to be established, it does not include global induction of antiviral response 

and likely targets the later stages of viral replication cycle, such as folding, assembly and egress 

of viral particles. Interestingly, we did not observe similar inhibition for influenza, suggesting that 

the effect is specific to HIV-1. This work demonstrates, for the first time, that HSF1 is capable of 

restricting replication of certain viruses. 

Taken together, these discoveries highlight the complex consequences of viral 

interaction with the host proteostasis network. Viruses evolved to leverage the vital functions of 

the host chaperones for their biophysical and evolutionary benefit. However, any perturbation of 

the proteostasis network can have a drastic effect on viral proliferation. Reduction of chaperone 

activity and accessibility exposes the biophysical defects of mutating viral proteins. Excessive 

levels of cytosolic proteostasis network components, on the other hand, can selectively restrict 

viral replication. This dual role of proteostasis in the viral life cycle is similar to the “double-
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edged sword” role of the immune system in the host’s health: compromised immunity renders 

the host vulnerable to invading pathogens, but immune overreaction can directly harm the 

organism. Thus, just like the host immune system has to be tightly regulated to avoid harming 

the organism, interactions with the host proteostasis network have to be balanced for efficient 

viral replication. Any perturbation in this finely-tuned system can severely compromise viral 

replication.  
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4.2.  Future directions 

4.2.1  Molecular origins and mechanism of viral protein folding by the host chaperones 

My discovery of the essential role of chaperones in addressing the biophysical defect 

associated with the destabilized adaptive Pro283 influenza nucleoprotein variant provokes 

numerous immediate follow-up questions. First, additional experimental evidence is needed to 

gain insight into the structural consequences of Pro283 acquisition. Our thermal stability data 

and molecular dynamics simulations, discussed in Chapter 2, provide initial insight into the 

molecular origins of selection against the wild-type residue in biophysically challenging host 

environments. However, the crystal structure of A/Aichi/2/1968 (H3N2) nucleoprotein, which has 

not yet been solved, could directly demonstrate the proposed disruption of the α-helix containing 

position 283 by the proline residue. A comparison of Pro283 and Ser283 nucleoprotein variants 

could also highlight any additional minor structural perturbations, which could not be detected or 

predicted using the preliminary data from Chapter 2. 

In addition to obtaining a static structure by X-ray crystallography, the impact of structure 

perturbation on nucleoprotein protein dynamics and folding can be assessed using 

complementary biophysical and biochemical methods. For example, Nuclear Magnetic 

Resonance (NMR) spectroscopy can inform protein dynamics in solution, which is a critical 

piece of evidence for understanding the behavior of destabilized Pro283 NP in a biologically 

relevant state1. The success of protein folding and local structural changes introduced by the 

proline residue can be investigated using hydrogen/deuterium exchange mass spectrometry2. 

Additionally, protein folding kinetics can be assessed and compared between variants using 

protein refolding assays3. 

Next, my pilot proteomics interactome data discussed in Appendix can guide a systemic 

profiling of individual host factors involved into Pro283 variant folding. The relevant host factors 

can be either chaperones, providing direct folding assistance, or endogenous chaperone clients, 

the interaction of which with the viral proteins is perturbed by a remodeled proteostasis network. 

Investigation of the essential individual host components would require two sets of specific 

tools. First, the activity4-7 and levels8-10 of individual host factors have to be precisely regulated 

while minimizing the off-target perturbation of the system and avoiding induction of stress 

responses or compensatory mechanisms9. Second, the performance of viral protein variants 

has to be monitored in the perturbed host system, from transcript and protein levels9 to 

assessing the fitness of complete viral particles. Elucidating the critical host factors and their 

specific roles in resolving the Pro283 biophysical defect will inform the possible molecular 
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mechanism of chaperone-mediated viral protein evolution. Such a mechanism can direct further 

studies of viral evolution, establishing the framework for predicting evolutionary trajectories and 

highlighting novel vulnerable steps in the viral lifecycle, which would be less prone to the rise of 

resistance than conventional therapeutic targets. 

The future research directions outlined above are not limited exclusively to the Pro283 

nucleoprotein variant. Deep mutational scanning, described in Chapter 2 identified other sites 

that experience strong selection in biophysically challenging environment. To note a few, sites 

334, 353 and 377 experienced a strong selection against wild-type, while sites 50, 82 and 446 

preferred wild-type over mutant residues. Our primary focus on position 283 is dictated by the 

largest observed effect and its historical role in the emergence of the 1918 pandemic strain. 

Pursuing other positions in influenza nucleoprotein, which are also sensitive to chaperone 

depletion at fever temperature would provide a more comprehensive view of the host chaperone 

assisted nucleoprotein folding mechanism. 

Finally, the molecular mechanism of HIV-1 replication inhibition by the stress-

independent HSF1 activation, discussed in Chapter 3 requires further investigation. First, the 

transcript and protein levels of viral proteins can be used to better inform the steps of a viral life 

cycle, which are affected. Next, the hypothesis of ZAP contributing to suppressing HIV-1 

proliferation has to be tested by observing the extent of viral replication as a function of ZAP 

levels. Lastly, systematic investigation of other individual host components, guided by the 

provided transriptome profile can highlight additional players, which are involved in the observed 

replication inhibition. 
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4.2.2  The role of epistasis in accommodating destabilized adaptive mutations 

Pursuing detailed structural studies on select protein variants cannot inform the possible 

importance of the genetic context of mutations of interest. Additional investigations, targeted on 

elucidating the role of epistasis in assisting fixation of destabilizing phenotypically beneficial 

mutations would provide an evolutionary context for the fundamental biophysical and 

biochemical studies proposed above. 

The first prospective direction is to assess whether epistasis can stabilize the Pro283 

nucleoprotein variant in the unfavorable environment created by reduced chaperone capacity 

and fever temperature. Approaching this question experimentally would involve a continuous 

propagation of Pro283 variant-carrying virus under biophysically challenging conditions and 

monitoring accumulation of mutations by long-read sequencing11 of the entire nucleoprotein 

gene. One potential strategy would be to serially passage the wild-type virus for multiple 

passages12. An alternative approach would be to serially passage deep mutational scanning 

(DMS) viral libraries. The benefit of such an approach is in the high initial diversity of the 

nucleoprotein library upon which selection can act. The diverse starting population might 

already contain stabilizing mutations of interest, which would be enriched after a few serial 

passages, while numerous destabilizing and unfavorable variants would be rapidly purged from 

the population. 

Analyzing long-read sequencing data from serial passaging experiments13 may reveal a 

set of potentially stabilizing mutations. The follow-up biochemical and biophysical studies, 

including strategies proposed in the previous section, will test whether the identified mutations 

indeed contribute to accommodating Pro283 and partially or fully compensate the biophysical 

defect introduced by this adaptive mutation. Additional phylogenetic analyses could potentially 

inform and support experimental studies, however such an approach may be limited by the 

sparse available sequencing data of strains prior to A/Brevig Mission/1/18 (H1N1). 

The experimental strategies, suggested above, are not limited to influenza nucleoprotein 

targeted by the human MxA. They can be expanded to other viral proteins experiencing strong 

selection. Of particular interest is influenza hemagglutinin (HA), which is the target of narrow 

and broad neutralizing antibodies14. Prior studies have mapped the antibody escape mutations 

of A/WSN/1933 (H1N1) influenza14-15 and profiled the HA mutational tolerance as a function of 

the host proteostasis composition and activity16. A close comparative analysis of the two 

available datasets may identify positions and individual mutations, which, similar to Pro283 

nucleoprotein variant, enable antibody escape but are biophysically compromised and critically 
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depend on the chaperone assistance. After verification of individual HA mutants, the same serial 

passaging approaches as ones proposed for Pro283 nucleoprotein variant can be applied to 

investigate the potential epistasis involved in stabilizing the antibody escape mutations. In 

addition, the extent of the available host chaperone assistance can justify and modulate the 

need for epistatic stabilization and should be addressed experimentally as well. 

Deciphering the possibility and extent of epistasis in stabilizing the adaptive mutations 

and partially lifting the need for chaperone assistance would directly inform the evolutionary 

trajectories conferring influenza immune resistance and possible escape routes from therapeutic 

chaperone inhibition. 
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4.2.3  Addressing the biomedical importance of viral dependence on chaperone 

assistance 

The discoveries reported in Chapter 2 and Appendix hold an important biomedical 

relevance. The first step towards translating those fundamental findings into therapeutically 

promising directions is to shift towards models that better reflect human physiology during viral 

infection. To begin with, the work from Chapter 2 and Appendix was performed in Madin Darby 

Canine Kidney (MDCK) cell lines, which are the typical workhorses of influenza research due to 

their ability to produce high yields of influenza17. Transitioning to more relevant human cell lines, 

such as immortalized human adenocarcinoma A549 and primary Normal Human Bronchial 

Epithelial (NHBE) cells, would test whether the effects and effect sizes discovered in MDCKs 

can also be observed in the human cells. 

Next, adopting a more recent, clinically relevant influenza strain within our established 

experimental framework can inform the importance of chaperone assistance in evolution of 

emerging strains. While using laboratory adapted strains as models has its own advantages, 

rapid evolution of influenza keeps current circulating strains diverging from those models year 

after year. To address this issue, we have reached out to our collaborators and obtained the 

A/Perth/16/2009 (H3N2) influenza virus, as well as DMS libraries of this strain18. We have 

initiated the preparation for profiling the mutational tolerance of Perth/09 HA as a function of the 

host proteostasis. My graduate student colleagues Jimin Yoon and Jessica Patrick engineered 

MDCK cell lines that express proteostasis perturbation tools16 and sustain efficient propagation 

of Perth/09 strain18. Performing DMS, following-up on individual variants, and exploring the 

underlying molecular mechanisms of the observed patterns would supply an invaluable and rich 

dataset. Such a dataset could be further placed in the context of previous antigenic profiling of 

this strain19 and overlapped with the vastly sequenced preceding and following strains to inform 

the epidemiological importance of chaperone assistance in viral evolution. 

Finally, we can ask interesting cell biology questions to better understand the effects of 

host proteostasis on viral infection progression. For example, influenza hemagglutinin remains 

the most heavily investigated viral target, possessing a complex, chaperone-dependent folding 

mechanism20-21. Our recent finding suggests that HA can accommodate mutations better in the 

host cell environment with enhanced proteostasis capacity due to increased HA mutational 

tolerance in such a setting16. This fact buries the important implication of generation and 

propagation of viruses containing destabilized HA mutant variants, which might be not viable in 

the host cells without additional folding assistance. Some of such variants can be potentially 
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conferring a beneficial phenotype, such as an improved immune escape ability. These 

destabilized adaptive HA variants can be identified by a functional screen of DMS libraries, 

which were generated in the host cells with increased chaperones levels. If the effect observed 

in a DMS batch experiment is validated in pairwise viral competitions, then the identified 

mutants should be closely investigated, including detailed biophysical and structural studies, as 

well as insights into potential epistasis. 

In addition, glycans play an important role in HA folding process22 and are directly 

involved in HA biological function23. A recent discovery by our group demonstrated that 

activation of the branch of the unfolded protein response (UPR) controlled by the spliced X-box 

binding protein 1 (XBP1s) globally remodels the cellular N-glycome signature24. This discovery 

suggests that HA, which is produced, folded and glycosylated by host cells, may be undergoing 

similar changes in its glycan shield. Also, given the role of the sialic acid on the host cells 

surface as HA receptor, host glycan remodeling can have a drastic impact on influenza infection 

dynamics and efficiency. Pursuing these directions using glycomics techniques could shed light 

on what may turn out to be a previously underestimated role of the UPR in defining host-virus 

interactions. 

In conclusion, this thesis provides the starting point for a vast group of succeeding 

research projects including detailed biochemical and biophysical investigations, evolutionary 

and epidemiological analyses and biomedical research. Implementation of these projects and 

integration of the achieved results would create a complete picture of how host chaperones 

facilitate influenza infection and define its accessible evolutionary routes. 

  



128 
 

4.3  References 

1. Markwick, P. R.; Malliavin, T.; Nilges, M. Structural biology by NMR: structure, dynamics, 
and interactions. PLoS Comp. Biol. 2008, 4 (9). 
2. Konermann, L.; Pan, J.; Liu, Y.-H. Hydrogen exchange mass spectrometry for studying 
protein structure and dynamics. Chem. Soc. Rev. 2011, 40 (3), 1224-1234. 
3. Hingorani, K. S.; Gierasch, L. M. Comparing protein folding in vitro and in vivo: foldability 
meets the fitness challenge. Curr. Opin. Struct. Biol. 2014, 24, 81-90. 
4. Ying, W.; Du, Z.; Sun, L.; Foley, K. P.; Proia, D. A.; Blackman, R. K.; Zhou, D.; Inoue, T.; 
Tatsuta, N.; Sang, J. Ganetespib, a unique triazolone-containing Hsp90 inhibitor, exhibits potent 
antitumor activity and a superior safety profile for cancer therapy. Mol. Cancer Ther. 2012, 11 
(2), 475-484. 
5. Fewell, S. W.; Smith, C. M.; Lyon, M. A.; Dumitrescu, T. P.; Wipf, P.; Day, B. W.; 
Brodsky, J. L. Small molecule modulators of endogenous and co-chaperone-stimulated Hsp70 
ATPase activity. J. Biol. Chem. 2004, 279 (49), 51131-51140. 
6. Papandreou, I.; Denko, N. C.; Olson, M.; Van Melckebeke, H.; Lust, S.; Tam, A.; Solow-
Cordero, D. E.; Bouley, D. M.; Offner, F.; Niwa, M. Identification of an Ire1alpha endonuclease 
specific inhibitor with cytotoxic activity against human multiple myeloma. Blood 2011, 117 (4), 
1311-1314. 
7. Stiegler, S. C.; Rübbelke, M.; Korotkov, V. S.; Weiwad, M.; John, C.; Fischer, G.; Sieber, 
S. A.; Sattler, M.; Buchner, J. A chemical compound inhibiting the Aha1–Hsp90 chaperone 
complex. J. Biol. Chem. 2017, 292 (41), 17073-17083. 
8. Qi, L. S.; Larson, M. H.; Gilbert, L. A.; Doudna, J. A.; Weissman, J. S.; Arkin, A. P.; Lim, 
W. A. Repurposing CRISPR as an RNA-guided platform for sequence-specific control of gene 
expression. Cell 2013, 152 (5), 1173-1183. 
9. Sebastian, R. M.; Shoulders, M. D. Chemical biology framework to illuminate 
proteostasis. Annu. Rev. Biochem. 2020, 89. 
10. Alló, M.; Buggiano, V.; Fededa, J. P.; Petrillo, E.; Schor, I.; De La Mata, M.; Agirre, E.; 
Plass, M.; Eyras, E.; Elela, S. A. Control of alternative splicing through siRNA-mediated 
transcriptional gene silencing. Nat. Struct. Mol. Biol. 2009, 16 (7), 717-724. 
11. Mantere, T.; Kersten, S.; Hoischen, A. Long-read sequencing emerging in medical 
genetics. Front. Genet. 2019, 10, 426. 
12. Phillips, A. M.; Gonzalez, L. O.; Nekongo, E. E.; Ponomarenko, A. I.; McHugh, S. M.; 
Butty, V. L.; Levine, S. S.; Lin, Y.-S.; Mirny, L. A.; Shoulders, M. D. Host proteostasis modulates 
influenza evolution. eLife 2017, 6, e28652. 
13. Amarasinghe, S. L.; Su, S.; Dong, X.; Zappia, L.; Ritchie, M. E.; Gouil, Q. Opportunities 
and challenges in long-read sequencing data analysis. Genome Biol. 2020, 21 (1), 1-16. 
14. Doud, M. B.; Lee, J. M.; Bloom, J. D. How single mutations affect viral escape from 
broad and narrow antibodies to H1 influenza hemagglutinin. Nat. Commun. 2018, 9 (1), 1-12. 
15. Doud, M. B.; Hensley, S. E.; Bloom, J. D. Complete mapping of viral escape from 
neutralizing antibodies. PLoS Pathog. 2017, 13 (3), e1006271. 
16. Phillips, A. M.; Doud, M. B.; Gonzalez, L. O.; Butty, V. L.; Lin, Y.-S.; Bloom, J. D.; 
Shoulders, M. D. Enhanced ER proteostasis and temperature differentially impact the 
mutational tolerance of influenza hemagglutinin. eLife 2018, 7, e38795. 
17. Seitz, C.; Frensing, T.; Höper, D.; Kochs, G.; Reichl, U. High yields of influenza A virus 
in Madin–Darby canine kidney cells are promoted by an insufficient interferon-induced antiviral 
state. J. Gen. Virol. 2010, 91 (7), 1754-1763. 
18. Lee, J. M.; Huddleston, J.; Doud, M. B.; Hooper, K. A.; Wu, N. C.; Bedford, T.; Bloom, J. 
D. Deep mutational scanning of hemagglutinin helps predict evolutionary fates of human H3N2 
influenza variants. Proc. Natl. Acad. Sci. U. S. A. 2018, 115 (35), E8276-E8285. 



129 
 

19. Lee, J. M.; Eguia, R.; Zost, S. J.; Choudhary, S.; Wilson, P. C.; Bedford, T.; Stevens-
Ayers, T.; Boeckh, M.; Hurt, A. C.; Lakdawala, S. S. Mapping person-to-person variation in viral 
mutations that escape polyclonal serum targeting influenza hemagglutinin. eLife 2019, 8, 
e49324. 
20. Braakman, I.; Hoover-Litty, H.; Wagner, K. R.; Helenius, A. Folding of influenza 
hemagglutinin in the endoplasmic reticulum. J. Cell Biol. 1991, 114 (3), 401-411. 
21. Hebert, D. N.; Foellmer, B.; Helenius, A. Calnexin and calreticulin promote folding, delay 
oligomerization and suppress degradation of influenza hemagglutinin in microsomes. EMBO J. 
1996, 15 (12), 2961-2968. 
22. Daniels, R.; Kurowski, B.; Johnson, A. E.; Hebert, D. N. N-linked glycans direct the 
cotranslational folding pathway of influenza hemagglutinin. Mol. Cell 2003, 11 (1), 79-90. 
23. Wilks, S.; de Graaf, M.; Smith, D. J.; Burke, D. F. A review of influenza haemagglutinin 
receptor binding as it relates to pandemic properties. Vaccine 2012, 30 (29), 4369-4376. 
24. Wong, M. Y.; Chen, K.; Antonopoulos, A.; Kasper, B. T.; Dewal, M. B.; Taylor, R. J.; 
Whittaker, C. A.; Hein, P. P.; Dell, A.; Genereux, J. C. et al. XBP1s activation can globally 
remodel N-glycan structure distribution patterns. Proc. Natl. Acad. Sci. U. S. A. 2018, 115 (43), 
E10089-E10098. 
 
  



130 
 

 

 

 

Appendix A: Elucidating the host 

factors essential for assisting the 

folding of the influenza nucleoprotein 

Pro283 variant  



131 
 

A.1 Author contributions 

A.I.P., A.M.P. and M.D.S. conceived the project. A.I.P., L.J.P. and M.D.S. planned research, 

designed experiments, and analyzed data. A.I.P. performed experiments. L.J.P. and J.D.B. 

provided reagents. M.D.S. supervised research.   



132 
 

A.2 Introduction 

As discussed in Chapter 2, we have demonstrated that acquisition of innate immune 

escape Pro283 mutation in influenza nucleoprotein (NP) during the emergence of the 1918 

Spanish Flu pandemic strain destabilized the viral protein. These data indicate that some form 

of folding assistance from Heat Shock Factor 1 (HSF1)-controlled host factors is likely essential 

to enable effective propagation of this biophysically defective adaptive variant1. Inhibition of 

HSF1 at fever temperature renders Pro283 variant biophysically unfit and unable to efficiently 

propagate. Given the critical dependence of Pro283 fitness on the HSF1 proteostasis network, 

we set the goal to elucidate the individual host factors responsible for addressing the Pro283-

induced biophysical defect and enabling proper NP folding. 

Introduction of proline into the polypeptide chain has certain implications for the protein 

structure. The absence of hydrogen on the α amino group prevents proline from forming a 

hydrogen bond with the adjacent amino acid residues2. This property renders proline highly 

unfavorable in the middle of α helices and β sheets because it disrupts both of these regular 

secondary structures2. Incorporation of proline in the middle of an α helix can create up to a 30° 

kink in the helix3-4, often exposing the proline side chain on the protein surface and positioning 

the proline ring away from the neighboring amino acid residues. In a more extreme scenario, 

proline can completely break the secondary structure element by introducing a 180° turn5. The 

turn formation is more favorable if residues next to proline include glycine, which contributes to 

the flexibility of the peptide chain, and amino acids with aromatic side chains, which can 

stabilize the turn by aromatic stacking2, 5. This property makes proline residues naturally 

prevalent in turns, ends of strands and helices. 

The unique cyclic structure of proline side chain imposes constraints on rates of protein 

synthesis and folding. Incorporation of proline into the growing peptide chain slows down 

translation6, and the presence of multiple proline codons in a row can stall the ribosome and 

require assistance of translation elongation factor eIF5A to resume and facilitate translation7. 

Folding of the newly synthesized polypeptide is also complicated due to proline cis/trans 

isomerization. The partial double bond character of proline peptide bond creates a high 

activation energy barrier for cis/trans isomerization, which is usually a rate limiting step in 

protein folding8. 

Multiple chaperones from the peptidylprolyl isomerase (PPIase) family facilitate cis/trans 

isomerization and play important roles in replication of viruses9, including influenza10. For 

example, the isomerase activity of cyclophilin A (CypA), encoded by the PPIA gene, is vital for 
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assisting folding of hepatitis C virus (HCV)11 and human immunodeficiency virus (HIV)12 

proteins, but is not essential for influenza replication13. Moreover, CypA also restricts influenza 

replication by targeting the viral protein M1 to degradation14. Another PPIase, Pin1, which 

specifically recognizes phospho-Ser/Thr-Pro motif, stabilizes the human T-cell leukemia virus 

type 1 (HTLV-1) Tax protein by catalyzing the phosphorylation-dependent prolyl isomerization15. 

In addition to post-translational folding assistance, host factors enabling co-translational folding 

might also be important for assisting Pro283 variant. For example, ribosome-associated 

molecular chaperone trigger factor (TF) has a PPIase domain, which recognizes the proline 

residue in the unfolded client protein and accelerates peptidyl-prolyl bond isomerization16. 

Elucidating the exact host factors that assist NP in dealing with the structural 

consequences of incorporating the Pro283 residue requires a systematic approach. We have 

chosen mass-spectrometry based proteomics for identification of these host proteins that NP 

actively interacts with in different proteostasis environments. We have developed and optimized 

an NP co-immunoprecipitation protocol, successfully evaluated our experimental system in a 

pilot proteomics screen and are now well-positioned for future detailed interactome 

investigation. 
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A.3 Results and Discussion 

We set the goal to examine NP on the protein level and investigate the details of its 

interaction with host factors. We began by developing an NP expression system in mammalian 

cells to assess whether the depletion of HSF1-controlled host factors affects NP protein 

expression. Our initial approach was to use transient transfection to deliver the nucleoprotein 

gene into MDCKdn-cHSF1 cells with perturbed proteostasis environments. The pilot transfection 

experiments using FLAG-tagged NP constructs demonstrated a noticeable decrease in NP 

protein expression upon raising temperature, especially when coupled with cytosolic chaperone 

depletion (Figure A.1A). These preliminary results correlated with our expectations based on 

the previously observed decrease in viral fitness at 39 °C, discussed in Chapter 2. 

 

Figure A.1. Initial transfection-based attempts to assess influenza nucleoprotein 
expression levels in the host cells with perturbed proteostasis. 
(A) Representative immunoblot demonstrating differential nucleoprotein expression in perturbed 
host proteostasis environments, achieved using transient transfection. Influenza nucleoprotein 
was probed using the N-terminal FLAG tag. The levels of a classical heat shock marker Hsp70 
were probed to assess the heat shock induction at 39 C and decrease in expression of cytosolic 
chaperones upon activation of HSF1i construct upon treatment with 1 µg/mL dox for 48 h. β-
actin was probed as a loading control. (B) The silver stained SDS-PAGE gel of nucleoprotein 
co-immunoprecipitation from the perturbed host proteostasis environments. Transfection with 
RFP was used as a negative control. 
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However, NP expression levels, detected by immunoblotting, remained low even in the 

absence of proteostasis perturbation. We attempted to increase the NP signal by performing 

pull-down experiments. In order to simultaneously get an insight into the extent of NP interaction 

with the host factors, we performed co-immunoprecipitation and used silver staining of the SDS-

PAGE gel to detect the total protein with high sensitivity (Figure A.1B). While we did observe 

the expected enrichment of NP, the difference between NP pull-down samples and negative 

controls remained very subtle even despite incorporating additional experimental steps for 

minimizing the non-specific binding of the host proteins. We attribute the cause of such low 

target signal, which is almost indistinguishable from the negative control, to poor transfection 

efficiency. Using the red fluorescent protein (RFP) transfection as a negative control allowed us 

to estimate the transfection efficiency upon visual examination of the fluorescence of transfected 

cells. The maximum efficiency of MDCK cells transfection did not exceed ~30%. After numerous 

efforts to improve the quality of our transfections, the persistent low efficiency and poor 

reproducibility rendered our transfection approach not useful for future investigations. 

In an effort to overcome the limitations of transfection-based approach, we switched 

towards using virus-mediated gene delivery. We successfully engineered the human adenovirus 

type 5 to encode the Pro283 and Ser283 NP variants and adapted our experimental protocols 

accordingly. We incorporated a hemagglutinin (HA) epitope tag at the C terminus of NP gene for 

detection by immunoblotting and subsequent immunoprecipitation for proteomics experiments. 

To test the performance of the engineered nucleoprotein-encoding adenovirus, we used it to 

infect MDCKdn-cHSF1 cells and assessed the NP expression levels by immunoblotting (Figure 

A.2). We successfully achieved a reproducibly high NP expression, thus overcoming the 

limitation of the transient transfection approach. Next, we sought to validate whether the 

dependence of NP expression levels on the host proteostasis environment, observed using 

transient transfections (Figure A.1A), would replicate using adenovirus as a gene delivery tool. 

In contrast to the results obtained by transfection, we did not observe significant changes in 

protein levels of both Pro283 and Ser283 NP variants upon temperature increase and depletion 

of HSF1-controlled proteostasis network (Figure A.2B). Therefore, perturbation of the host 

proteostasis does not affect steady state NP protein expression levels under these experimental 

conditions. 
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Next, we revisited our pull-down protocol and optimized it for subsequent interactome 

investigation. Our successful pilot immunoprecipitation experiment achieved a significant 

enrichment of NP bait (Figure A.3A). In fact, the much higher expression level of NP, achieved 

by using adenoviral gene delivery, prompted us to increase the amount of beads used for pull-

down after detecting residual NP in lysate after overnight immunoprecipitation (the unbound 

fraction) for a more efficient bait enrichment. In addition, we performed the elution procedure 

twice to ensure the complete removal of NP from the agarose beads. After implementing the 

above mentioned modifications to our pull-down protocol, we proceeded with optimizing the 

cross-linking conditions for co-immunoprecipitation. We tested a range of the cross-linking 

reagent amounts in search of the optimal concentration that would allow us to efficiently 

immortalize interactions of NP with the host factors without a significant loss of NP signal 

Figure A.2. Influenza nucleoprotein expression in perturbed proteostasis environments 
using adenoviral gene delivery. 
(A) Experimental workflow and (B) Immunoblot demonstrating nucleoprotein expression in 
perturbed host proteostasis environments, achieved using adenoviral NP gene delivery. 
Influenza nucleoprotein was probed using the C-terminal HA tag. The levels of a classical heat 
shock marker Hsp70 were probed to assess the heat shock induction at 39 C and decrease in 
expression of cytosolic chaperones upon activation of HSF1i construct upon treatment with 1 
µg/mL dox for 48 h. β-actin was probed as a loading control. 
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(Figure A.3B). We also expected that performing cross-linking prior to pull-down would not only 

enrich the true NP interactors, but would also remove non-specific binding of other cellular 

proteins. However, we detected only a few minor changes between samples with the chosen 

concentration of the cross-linking reagent (50 µM) and no cross-linker (Figure A.3C), thus 

questioning the need for cross-linking. 

Figure A.3. Nucleoprotein pull-down for subsequent interactome investigation. 
(A) Optimization of nucleoprotein (NP) immunoprecipitation conditions. To assess the efficiency 
of pull-down, NP levels were compared in pre-immunoprecipitation cell lysate (input lane) and 
supernatants from the two consecutive elutions (elution 1 and elution 2 lanes). The amount of 
residual NP in post- immunoprecipitation lysate indicates that pull-down enrichment was 
incomplete. (B) Optimization of dithiobis-(succinimidyl propionate) (DSP) cross-linker 
concentration for co-immunoprecipitation of NP with its host interactome. The silver stain 
analysis of the SDS-PAGE gel was used to visualize total protein. The untagged Pro283 NP 
was used as a negative control to assess the extent of non-specific binding. (C) Silver stained 

SDS-PAGE gel of the optimized NP pull-down with or without 50 µM DSP cross-linking. 
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The promising results achieved by applying viral delivery for NP expression and 

immunoprecipitation encouraged us to proceed with investigating the cellular components 

required for resolving the deleterious effect of incorporating Pro283 into NP structure. Our goal 

was to pursue mass-spectrometry based proteomics to identify the individual chaperones that 

are preferentially recruited by Pro283 NP variant. We performed a pilot mass-spectrometry (MS) 

based proteomics screen to assess the efficiency of our immunoprecipitation protocol and gain 

a first insight into NP host interactome. Encouraged by detecting sufficient levels of NP bait in 

our target samples (Table A.1), we proceeded with analyzing the levels of relevant chaperones. 

To account for different levels of NP bait in Pro283 and Ser283 samples, we normalized the raw 

spectral counts of each interactor from Ser283 sample by multiplying them by the ratio of NP 

bait counts in Pro283 over Ser283 sample (equal to 345/689 = 0.5). After normalization, we 

calculated the fold change in spectral counts of Pro283 interactors relative to counts of Ser283 

interactors. We especially focused on heat shock proteins and PPIases, which might be 

involved in stabilizing the defective Pro283 variant and thus are expected to be enriched in 

Pro283 relative to Ser283 interactome. Especially intriguing, we have noticed a ~2-fold increase 

in Hsc70 (HSPA8 gene) and Hsp90β (HSP90AB1 gene) chaperone recruitment to Pro283 

variant over Ser283, as well as exclusive binding of PPIase G (PPIG gene) to Pro283, but not 

the Ser283 variant. While these host factors definitely have the potential to assist folding of 

defective Pro283 variants, these results were obtained from a pilot qualitative screen of a single 

replicate samples. We will use these initial insights to guide our analysis of the future systematic 

characterization of NP interactome in perturbed proteostasis environments. 

 

Table A.1. Raw spectral counts and interactors enrichment fold change detected in the 
pilot NP interactome screen. 

Gene 

Raw spectral counts 
Enrichment fold change: Pro283 over 

Ser283 (normalized to Pro283 counts) 
Negative 

control 

Pro283 Ser283 

NP (bait protein) 0 345 689 1.0 

Heat shock proteins 

HSPA8 28 73 81 1.8 

HSP90AB1 6 23 20 2.3 

HSPD1 0 29 46 1.3 

HSP90AA1 5 25 32 1.6 

Peptidyl-prolyl isomerases 

PPIA 8 9 13 1.4 

PPIB 0 1 1 2.0 

PPIG 1 4 0 -- 
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In preparation for our upcoming proteomics screen we have examined the transcript 

levels of PPIAses, using transcriptome profiling of MDCKdn-cHSF1 cells, discussed in Chapter 2. 

Interestingly, the use of our chemical genetic construct for decreasing the levels of HSF1-

controlled chaperones (termed HSF1i environment) did not drastically perturb expression of 

select PPIases (Table A.2). In contrast, raising temperature to 39 °C increases expression of 

PPIase G by 1.59-fold, which is comparable to changes in expression levels of such classic 

HSF1 chaperone targets as HSP70 and HSPB1, which are upregulated 2.04 and 3.16-fold 

respectively (Table A.2). As noted above, we have detected a more active recruitment of this 

isomerase by Pro283 NP variant compared to Ser283 already at 37 °C in our pilot proteomics 

screen (Table A.1). It is possible that the difference in the extent of interaction between NP 

variants and PPIase G is even more drastic at 39 °C. If NP depends on the increased levels of 

PPIase G to address the Pro283-induced biophysical defect at 39 °C, then decreased 

expression of this isomerase in HSF1i 39 °C environment might be responsible for the fitness 

loss of wild-type variant, discussed in details in Chapter 2.  

The pilot proteomics experiment also allowed us to evaluate the need for cross-linking in 

our interactome screen. Previously we did not observe a drastic decrease in the levels of non-

specific interactors using the silver staining of corresponding SDS-PAGE gels (Figure A.3). 

However, inspecting the raw spectral counts of common non-specific binders, such as 

ribosomal and cytoskeleton proteins (Table A.3), clearly demonstrates at least partial reduction 

of their levels with the use of cross-linking agent. This reduction can be attributed to a more 

rigorous wash of the beads after immunoprecipitation. Cross-linking NP with its interactors 

allows the use of a wash buffer with denaturing detergents for more efficient removal of non-

specific binding proteins without losing true interactors. 
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Table A.2. Differential expression of PPIases and heat shock protein genes in perturbed 
proteostasis environments. 

Gene 

HSF1i 37 °C vs. 
Basal 37 °C 

HSF1i 39 °C vs. 
Basal 39 °C 

Basal 39 °C vs. 
Basal 37 °C 

HSF1i 39 °C vs. 
Basal 37 °C 

Fold 
change 

p-value 
Fold 
change 

p-value 
Fold 
change 

p-value 
Fold 
change 

p-value 

PPIB 1.08 0.5188 0.97 0.9609 0.92 0.0399 0.90 0.0046 

PPIC 0.93 0.8983 0.98 0.9991 1.22 0.0307 1.20 0.0593 

PPIE 1.16 0.5603 0.97 0.9958 0.81 0.0075 0.79 0.0023 

PPIG 1.03 0.9598 1.01 1.0000 1.58 2.58E-
09 

1.59 1.52E-
09 

PPIH 1.02 0.9667 1.07 0.8943 0.82 0.0025 0.88 0.0650 

PPIL1 0.94 0.8638 1.01 1.0000 0.85 0.0086 0.86 0.0171 

HSP70 0.48 7.58E-
11 

0.17 1.72E-
126 

2.04 1.46E-
19 

0.34 5.36E-
36 

HSP90AA1 0.70 1.71E-
18 

0.63 1.47E-
34 

1.15 0.0007 0.72 1.11E-
17 

HSP90AB1 1.04 0.7489 1.00 1.00 0.83 5.73E-
13 

0.83 9.88E-
13 

HSPB1 0.62 0.0076 0.44 7.33E-
23 

3.16 4.96E-
32 

1.38 0.0036 

 

Table A.3. Raw spectral counts of representative non-specific interactors in presence or 
absence of cross-linker. 

Protein 

Negative control Pro283 Ser283 

No cross-
linker 

With 
cross-
linker 

No cross-
linker 

With 
cross-
linker 

No cross-
linker 

With 
cross-
linker 

NP (bait) 0 0 392 345 494 689 

Myosin-9 855 7 804 114 736 158 

Plectin 259 0 153 5 180 0 

Actin 118 28 117 57 99 56 

Myosin-14 142 0 148 8 130 10 

Myosin-10 128 2 119 20 109 27 

40S ribosomal 
protein 

63 72 65 61 62 66 

60S ribosomal 
protein 

94 64 83 60 86 65 
 

With the first successful proteomics experiment we are now prepared for a future 

systematic analysis of individual host factors required for stabilization of the biophysically 

defective adaptive Pro283 NP variant. The ongoing efforts include analyzing NP interactome in 

perturbed host proteostasis environments and evaluating the differences observed for adaptive 

Pro283 and more biophysically stable Ser283 variants. 
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A.4 Conclusion 

We have successfully developed a protocol for expressing NP in the host cells and 

investigating its interactome using mass-spectrometry based proteomics. Using adenovirus for 

NP gene delivery enables a reproducibly sufficient expression, thus overcoming the main 

challenges of a transfection-based approach. Our successful pilot mass-spectrometry based 

proteomics screen validated the co-immunoprecipitation procedure that we developed and 

provided a first insight into the recruitment of the host chaperones for nucleoprotein folding. We 

are now well-prepared for a systematic analysis of NP interactome in perturbed host 

proteostasis environments. We anticipate that applying the adenovirus-based gene delivery 

system coupled with quantitative mass-spectrometry based proteomics would reveal the 

individual HSF1-controlled host factors, which are essential for enabling proper folding of 

destabilized adaptive Pro283 NP variant. 
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A.5 Materials and Methods 

Plasmids. HDM_FLAG_Aichi68_NP_IRES_mCherry nucleoprotein expression plasmid used for 

transient transfection was a kind gift from Professor Jesse D. Bloom (Fred Hutchinson Cancer 

Research Center, Seattle WA U.S.A.). Plasmids pAd-CMV/V5-DEST and pENTR1A, used for 

construction of NP-encoding adenovirus were purchased from Thermo Fisher. 

 

Antibodies. Antibodies used were as follows: mouse monoclonal anti-HA (Thermo Fisher; 

26183), mouse monoclonal anti-β-actin (Sigma; A1978), rat monoclonal anti-Hsp70 (Cell 

Signaling; 4873). IRDyes 800CW goat anti-rat and 680LT goat anti-mouse secondary antibodies 

were obtained from LI-COR (926-32219 and 926-68020, respectively). 

 

Cell culture. HEK 293A and MDCKdn-cHSF1 cells were cultured at 37 °C in a 5% CO2 atmosphere 

in DMEM (CellGro) supplemented with 10% fetal bovine serum (CellGro) and 1% 

penicillin/streptomycin/ glutamine (CellGro). Construction of MDCKdn-cHSF1 cells was described 

previously in Chapter 2. 

 

Engineering NP-encoding adenovirus. Influenza nucleoprotein coding sequence was cloned 

from plasmid HDM_FLAG_Aichi68_NP_IRES_mCherry using Q5 polymerase (NEB) and primer 

pairs KpnI_NP_N_term and XhoI_HA_C_term_NP to amplify NP with C-terminal HA tag and 

KpnI_NP_N_term and XhoI_NP_C_term_no_tag to amplify the untagged NP (Table 4.4). After 

PCR NP amplicons were purified using the E.Z.N.A. Cycle Pure kit (Omega) and inserted into 

pENTR1A vector (Thermo Fisher) using KpnI and XhoI (NEB). The resulting pENTR1A-NP 

constructs were verified by Sanger sequencing using primers pENTR1A_Sanger_2, 

NP_Seq_primer_7 and NP_Seq_primer_75. Next, 100 µg of pENTR1A-NP constructs were 

recombined with the pAd-CMV/V5-DEST vector (Thermo Fisher) using the Gateway LR 

Clonase Enzyme Mix (Thermo Fisher), following manufacturer’s instructions to form pAdDEST-

NP plasmid. The resulting pAdDEST-NP constructs were Sanger sequenced using primers 

CMV_0106, NP_Seq_primer_6, NP_Seq_primer_75, NP_Seq_primer_7. 

To generate adenovirus, 1 µg of the resulting AdDEST-NP construct was mixed with 6 

µL of polyethylenimine (PEI) (Sigma) and 100 µL of Opti-Mem I (Invitrogen), incubated at room 

temperature for 20 min and used to transfect a confluent 15 cm plate of HEK 293A cells. The 

media was replaced 6 h post-transfection. The viral media and cells were collected upon 

observing a complete cytopathic effect and subjected to 3 × freeze/thaw cycles to extract the 
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remaining virus from cells. Next the cell debris was removed by centrifugation at 2,000 × g for 

15 min, the supernatant was aliquoted and stored at – 80 °C prior to use. 150 µL of the viral 

transfection supernatant (passage 0, or P0) was used to amplify the generated adenovirus by 

passaging it on a confluent 15 cm plate of HEK 293A cells. The viral supernatant was 

harvested, freeze-thawed and clarified as described above. Amplification of the resulting 

passage 1 (P1) adenovirus was repeated in the same way to yield passage 2 (P2) adenovirus, 

which was tittered using a plaque assay (described below) and used for subsequent 

experiments. 

 

Table A.4. Primers used for cloning NP into adenoviral genome and Sanger sequencing. 
Primer name Sequence 

KpnI_NP_N_term AAAAAAGGTACCGCCACCATGGCGTCCCAAGGCAC 

XhoI_HA_C_term_NP 
AAAAAACTCGAGTTAAGCGTAATCTGGAACATCGTATGGGTAATT
GTCGTACTCCTCTGCATTG 

XhoI_NP_C_term_no_tag AAAAAACTCGAGTTAATTGTCGTACTCCTCTG 

pENTR1A_Sanger_2 CCACTGCTTACTGGCTTATCG 

NP_Seq_primer_7 GGAATCAAGTACTCTTGAACTG 

NP_Seq_primer_75 GACGAAAGAAGGAATAAATATC 

NP_Seq_primer_6 CAAAGGAGTTGGGACAATG 

CMV_0106 CGCAAATGGGCGGTAGGCGTG 
 

Adenovirus plaque assay. HEK 293A cells were seeded at a density 300,000 cells/well in a 

poly-D-lysine (PDL) coated 12-well plate at 24 h prior to infection with a serial 10-fold dilution of 

P2 adenoviruses. At 18 h post-infection the media was changed on 0.4% agarose in DMEM. 

Formation of plaques was observed daily. Once the plaques were observed, typically at 7 – 9 

days post infection, 100 µL of 5 mg/mL solution of 3-(4,5-dimethylthiazol-2-yl)-2,5-

diphenyltetrazolium bromide (MTT) stain (Research Products International) in PBS was added 

to wells. After 16 h the plaques were counted manually and viral titer was calculated, accounting 

for the viral dilution. 

 

Immunoblotting. For transient transfection experiments MDCKdn-cHSF1 cells in confluent 10 cm 

plates were pre-treated with 1 µg/mL aqueous solution of doxycycline (dox) or water (vehicle) at 

either 37 °C or 39 °C for 18 h. Then the cells were split into 3 wells of a 6-well plate, plating at a 

density 350,000 cells/well. The cells were transfected at the time of seeding using the 2.2 µg of 

HDM_FLAG_Aichi68_NP_IRES_mCherry plasmid, pre-incubated with 8.8 µL of TransIt X2 

transfection reagent (Mirus Bio) and 215 µL of OptiMem I (Invitrogen). The media was replaced 
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with fresh DMEM with or without 1 µg/mL dox at 24 h post-transfection. The cells were 

harvested at 48 h post-transfection. 

For adenoviral gene delivery, 1,000,000 MDCKdn-cHSF1 cells were seeded in a 10 cm 

plate and infected with P2 NP-encoding adenovirus at a multiplicity of infection (MOI) of 10 at 24 

h after seeding. At 8 h post-infection the cells were split into a 6-well plate at a density 350,000 

cells/well and treated with either 1 µg/mL dox or water at either 37 °C or 39 °C for 28 h prior to 

harvesting. 

For immunoblotting analysis, the cells were harvested and lysed using Triton lysis buffer 

(1% Triton, 200 mM NaCl, 50 mM Tris at pH 7.5, 1 mM EDTA, 1.5 mM MgCl2, and protease 

inhibitor tablet from Thermo Fisher Scientific). The lysate was cleared by centrifugation at 

21,100 × g for 15 min at 4 °C and quantified using the Protein Assay Dye reagent (Bio-Rad). For 

transfected samples, 120 µg of cell lysates were separated on a homemade 12 % SDS PAGE 

gel for 2 h at 140 V. For adenovirus-infected samples, 150 µg of cell lysates were separated on 

a 4 – 12 % NuPAGE Bis-Tris gel (Invitrogen) in a NuPAGE MOPS buffer (Invitrogen) for 2 h at 

120 V. The gels were transferred on a nitrocellulose membrane using TransBlot Turbo (Bio-

Rad) high MW setting for 8 min. The membranes were then probed for HA-tagged 

nucleoprotein, Hsp70 and β-actin, and imaged using an Odyssey Infrared Imaging System (Li-

Cor). 

 

Co-immunoprecipitation. MDCKdn-cHSF1 cells were seeded in 10 cm plates at 1,000,000 

cells/plate. After 8 h the cells were infected with NP-encoding adenovirus at a multiplicity of 

infection (MOI) of 10, using the titers determined by the plaque assay. After 44 h the cells were 

harvested and washed 3× with PBS. The cells from each of 10 cm plates were resuspended in 

10 mL PBS in a 15 mL Falcon tube and cross-linked using dithiobis(succinimidyl propionate) 

(DSP) (Thermo Fisher Scientific). To cross-link, 5 µL of a freshly made 100 mM DSP solution in 

DMSO was added to a suspension of cells in 10 mL PBS. Alternatively, 5 µL of DMSO was 

added to no cross-linker samples. The cells were cross-linked by rotating at room temperature 

for 30 min, then the cross-linker was neutralized using 200 µL of 1M Tris, pH 8. The cells were 

rotated at room temperature for 15 min and pelleted by centrifugation at 1,000 × g for 5 min. 

Next, the cells were lysed using Triton lysis buffer (1% Triton, 200 mM NaCl, 50 mM Tris at pH 

7.5, 1 mM EDTA, 1.5 mM MgCl2, and protease inhibitor tablet from Thermo Fisher Scientific), 

the lysate was cleared by centrifugation at 21,100 × g for 15 min at 4 °C and quantified using 

the Protein Assay Dye reagent (Bio-Rad). 50 µg of lysate was saved as input samples and 3 µg 
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lysate was used for immunoprecipitation. First, to eliminate the non-specific binding proteins, the 

lysate was pre-cleared by incubating with 60 µL of protein A/G agarose beads slurry (Santa 

Cruz Biotechnology) while rotating at room temperature for 45 min. Then the lysate was 

incubated with 60 µL of monoclonal anti-HA agarose beads slurry (Sigma) while rotating at 4 °C 

overnight. The beads were washed 3× with RIPA buffer (10 mM Tris, 1 mM EDTA, 140 mM 

NaCl, 0.2 % SDS, 0.1 % sodium deoxycholate, 1 % Triton X-100, pH 8) and the residual buffer 

was removed using a 30 G needle. Nucleoprotein and its interactors were eluted by boiling the 

beads with 70 µL of denaturing buffer (300 mM Tris, 6% SDS, pH 7.5) for 10 min. The eluent 

was collected using a 30 G needle and elution was repeated using 70 µL of denaturing buffer. 

The two elution supernatants were combined and analyzed on a BOLT 4-12% Bis-Tris SDS-

PAGE (Invitrogen) in BOLT MOPS SDS buffer (Invitrogen). Silver staining of the gel was 

performed using a Silver Stain Kit for Mass Spectrometry (Pierce). For Western blotting the gels 

were transferred to a nitrocellulose membrane using the Trans-Blot Turbo system (Bio-Rad). 

Membranes were then probed for HA-tagged nucleoprotein and imaged using an Odyssey 

Infrared Imaging System (Li-Cor). 

 

Mass-spectrometry based interactome investigation. The co-immunoprecipitation was 

performed as described above. After pull-down, the beads were washed 3× with either RIPA 

buffer for cross-linked samples, or with Triton lysis buffer for samples without cross-linker. Next 

the beads were washed 3× with buffer containing 200 mM NaCl, 50 mM Tris at pH 7.5, 1 mM 

EDTA, 1.5 mM MgCl2 to remove the residual detergent. The beads were dried using a 30 G 

needle and stored at -20 °C prior to submission to MIT Biopolymers & Proteomics Core for 

mass-spectrometry analysis.  
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