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Abstract

Proteins are complex biomolecules that fold into distinct shapes to carry out functions which are
integral to biological processes. As it turns out, many proteins readily misfold after translation,
and failure to address protein misfolding in the context of a living system can have severely
detrimental biological consequences.

Living systems have developed complex gene networks consisting of chaperones and quality
control factors which maintain protein homeostasis (proteostasis) by actively monitoring protein
folding processes in an organelle-specific and dealing with protein misfolding in a stress-
responsive manner. While we know that these "proteostasis networks" are capable of
influencing protein folding, we lack molecular details regarding how particular components of
proteostasis networks work in concert to deal with protein misfolding. Unfortunately, this gap in
knowledge also prevents us from understanding the consequences of proteostasis regulation on
higher order biological processes, such as the impact chaperone and quality control factors
have on protein evolution. Furthermore, we are not able to comment on how dysfunctional
proteostasis networks contribute to prominent disease states, including neurodegeneration,
cancer, and even pathogenic infections. Thus, an overarching interest in the Shoulders lab at
MIT is to fill the aforementioned knowledge gaps by studying how living metazoan systems
handle protein folding problems.

The lack of available methods for controlling the activity of proteostasis network components
has significantly limited the study of proteostasis in metazoans. In this thesis, I present work that
has focused on addressing the limitation in chemical biology tools for studying proteostasis by
developing chemical genetic methods tune the level of proteostasis components. Similarly, the
inability to conveniently explore protein folding and fitness landscapes on the laboratory
timescale has hindered the study of evolution in higher eukaryotes. Thus, my later work sought
to overcome this limitation by creating new evolution platforms. Though the inspiration for my
work stemmed from a desire to study proteostasis and evolution in metazoans, the methods I
developed have allowed other scientists to overcome technical limitations in their own work and
progressed the study of many other biological processes beyond proteostasis.

Thesis Supervisor: Matthew D. Shoulders
Title: Whitehead Career Development Associate Professor
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Chapter 1: Progress, challenges, and opportunities in the

development of methods to study proteostasis

19



1.1 Introduction to Protein Homeostasis in the Cytosol and Nucleus

1.1.1 Protein Folding in Living Systems

Proteins are a major class of biomolecules that carry out a diverse array of reactions,

scaffolding functions, and many other processes which are required for life. While proteins are

initially synthesized from a pool of 20 amino acids into long linear chains, most of these

biomolecules become functional by folding into a defined three-dimensional shape. Thus, the

process by which proteins achieve a functional form, termed "protein folding", is incredibly

important for maintaining living systems.

Unfortunately, the protein folding process is inherently complex and imperfect (Figure

1.1)1-3. Even in a well-controlled experimental setting, proteins have a propensity to enter an

ensemble of conformations instead of exclusively folding into a functional form 4
, 5. Some of

these conformations are non-functional and may be states of terminal misfolding if the protein

becomes energetically locked in a kinetically trapped conformation. Some conformations may

have an increased propensity to interact with and stick to other proteins, leading to

oligomerization and ultimately the formation of proteinaceous aggregates.

In living systems, protein misfolding and aggregation is exacerbated by molecular

crowding 6. Some estimates list macromolecular crowding at approximately 30% of the total

cell's volume. While this exclusion of volume constrains space and promotes folding, the fact

that the crowding agent is composed of many other proteins with hydrophobic stretches also

trying to fold is problematic. The high concentration of proteins entering partially folded or

misfolded conformations creates a high degree of heterogeneity in terms of hydrophobicity and

promotes non-specific intermolecular interactions that promote aggregation. Furthermore, a

living system with complex organellular structures may also synthesize a protein in one location

yet depend on the protein to carry out an intended function in a separate compartment. In

summary, protein folding is an incredibly daunting challenge that must be overcome in cells.
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Figure 1.1 1 Protein folding is a complex and imperfect process

Theoretical diagram showing a representative energy landscape diagram of the protein folding

process. Each conformation a protein enters alters intramolecular interactions, which will

subsequently change the free energy of the protein. The relative energy of each conformation is

represented as a point, and the numerous conformations result in a continuous surface forming

a funnel. Particular conformations represent states of minimal energy and can correspond to

functional native conformation or nonfunctional/misfolded conformations. Other low energy state

conformations can promote intermolecular interactions and result in aggregation.
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1.1.2 Protein Homeostasis

Though the crowded, heterogeneous, and dynamic cellular environment is not ideal for

protein folding, complex living systems must carry out protein folding well enough such that

thousands of different proteins can function and sustain life. Cells must ensure that enough

protein is synthesized, folded and properly transported to carry out required cellular functions.

The state of balance between cellular processes involved in maintaining functional protein levels

is termed "protein homeostasis", or "proteostasis" 7, 8. In order to maintain proteostasis, living

systems have to contend with protein misfolding, aggregation, and mistrafficking. As each of

these deleterious events are exacerbated by physical and chemical stresses that are constantly

encountered in the environment, living systems must tightly regulate proteostasis in a highly

dynamic and rapidly responsive manner. Cells have evolved to adaptively handle protein folding

problems by developing complex gene networks consisting of chaperones, quality control

factors, and stress-responsive transcription factors that are dedicated to maintaining

proteostasis (Figure 1.2).
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Figure 1.2 1 Protein folding in living systems is mediated by proteostasis networks

Diagram demonstrating the different pathways a protein can access following translation. Living

systems possess a number of proteostasis network components which regulate and modify flux

through these different pathways. Some major components, including heat shock proteins

(HSP40, HSP70, HSP90 and HSP104) and degradation components (proteasome), are

highlighted next to protein folding processes they are involved in.
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1.2 Chemical Biology Approaches to Perturb Cytosolic and Nuclear Proteostasis

1.2.1 Conventional Approaches to Study Proteostasis are Informative, But Technically Limited

A plethora of experimental work until now has identified chaperones, quality control

factors and transcription factors which comprise the metazoan cytosolic and nuclear

proteostasis networks. Central players that aid in the protein folding processes of these

compartments consist of homologues of heat shock proteins (HSP40/70 and HSP90) and other

chaperones and co-chaperones that actively bind to client proteins9 10. The ubiquitin-

proteasome system performs quality control by recognizing and degrading misfolded proteins"

12. Importantly, Heat Shock Factor 1 (HSF1) is the stress-responsive transcription factor that

acts as the master regulator to determine how much of the aforementioned chaperones and

quality control components are expressed (Figure 1.3)13 14.

While the roles that some components play in the cytosolic proteostasis network have

been identified, we still lack molecular details regarding how these and many other components

work in concert to actively address protein misfolding1 5, 16. This gap in knowledge not only

means we have a limited fundamental understanding of protein folding in cells, but also that we

do not know how proteostasis networks can be utilized to address neurodegenerative diseases,

cancer, and other disorders related to dysregulated proteostasis 7, 17. Furthermore, we lack an

understanding regarding the consequences of proteostasis regulation for higher order biological

processes, such as the impact chaperone and quality control factors may have on protein

evolution.

A significant reason for the current lack of understanding concerning proteostasis

network components in the cytosol (but also in other compartments) lies in the limited methods

which are available to create perturbations within proteostasis networks. Initial approaches to

study proteostasis networks have relied on genetic overexpression or knockout". While these

methods have been utilized with some success up until now, they can be difficult to apply in

many systems, particularly if the proteostasis component of interest is an essential gene.
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Furthermore, overexpression methods are inherently not tunable, so resulting expression levels

will typically not match what is observed naturally. As chaperone activity has been known to

vary considerably in response to different stoichiometric balances with co-chaperones and other

cellular factors 5 , it is important to consider how overexpression results may relate to

endogenous expression of proteostasis components. Due to these technical limitations, more

recent efforts to perturb proteostasis have focused on chemical biology strategies which enable

user-mediated, tunable, and scalable control of proteostasis networks via small molecule

treatments.
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Figure 1.3 | Heat Shock Factor I dynamically alters cytosolic proteostasis network

Schematic illustrating the stress-responsive activity of Heat Shock Factor 1 (HSF1). Protein

folding stress results in misfolding of chaperone clients. HSF1 is initially bound to chaperones

and held in an inactive state until chaperones disengage with HSF1 and engage misfolded

clientele. Subsequent trimerization of HSF1, translocation to the nucleus, and binding to DNA

results in transcriptional upregulation of proteostasis network components that can directly

address protein misfolding. After misfolding is addressed, free chaperones inactivate HSF1.
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1.2.2 Chaperone, Proteasome, and Transcription Factor Modulation Through Chemical Biology

More recent methodologies have utilized small molecule modulators of proteostasis

network components to cause perturbations of protein folding in vivo and study the associated

outcomes. One of the most successful small molecule targeting approaches involves inhibitors

of chaperones, particularly the HSP90 family 9-26 . HSP90s are a highly conserved class of

chaperones that function as a dimeric ATPase complex to stabilize and aid in the folding of

client proteins. Approaches to inhibit HSP90 have focused on the identification of parent

compounds that typically bind to an ATPase domain or some other regulatory region of the

chaperone. Subsequent pharmacological development of these lead compounds has led to

extremely potent and selective inhibitors, some of which have even demonstrated specificity to

particular closely related paralogs (and even isoforms) of HSP9026 27/ Similarly, small molecule-

based inhibitors of HSP70 have enabled pioneering studies of the HSP40/70 inhibitor in living

living systems 28 -32 . While the development of chaperone inhibitor compounds has been

experimentally beneficial in progressing what we know about these particular chaperones,

implementation of these inhibitory molecules typically causes significant protein misfolding 33.

For cytosolic HSP90, this protein misfolding causes stress that activates HSF1, which

subsequently upregulates all other chaperones in the system (Figure 1.4). As most experiments

utilizing these inhibitory compounds perform steady-state measurements after prolonged

treatment, the results are difficult to assess because the compensatory protein folding stress

response has altered the expression of all other proteostasis network genes. Proteasome

inhibitors have also been developed with great success, but experimental applications are also

limited by unknown off-target effects (which differ between different compounds) and issues

concerning a compensatory stress response activating due to widespread misfolding34-37.

Transcription factor modulators are an interesting class of small molecule for studying

proteostasis. Since proteostasis components often perform certain functions while complexed
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with other proteostasis network components, stress responsive transcription factors functionally

upregulate each of these components together1 4' 3.-40 Small molecule activators of proteostasis

network transcription factors could be utilized to conveniently upregulate a variety of genes in a

manner that is similar to what is observed naturally. Unfortunately, small molecule activators of

transcription factors are limited to only a handful of molecules, and most activators typically

function indirectly by causing undesirable and toxic stress 41 42 .

One promising method for addressing the challenges associated with altering proteostasis

networks through modulation of transcription factors involves a chemical-genetic approach to

controlling stress response genes 4345 . In recent work, investigators have demonstrated that

stress-independent activation of proteostasis networks can be achieved through tightly

regulated expression of dominant positive transcription factors fused to destabilizing domains.

These destabilizing domains (along with any genetically fused protein, such as a transcription

factor) are recognized by the ubiquitin-proteasome pathway and degraded, unless a stabilizing

small molecule is added. By fusing a dominant positive version of a stress responsive

transcription factor, the expression levels of chaperones and quality control factors can be

increased simply by adding more of the small molecule. Importantly, persistent overexpression

of transcription factors is often cytotoxic, so traditional genetic methods simply will not work for

HSF1 and many other proteostasis genes.4 3 As a result, the development of the regulated and

dosable destabilizing domain-regulated transcription factor approach has enabled a wide variety

of experiments which were previously difficult or intractable 46-55.

In principle, inhibition of HSF1 could be achieved in a similar manner using regulation of a

dominant negative transcription factor, and this approach could be combined with any of the

aforementioned inhibitors of chaperone or quality control components to uncouple

compensatory HSF1 activity from chaperone inhibition. Such a method would help clarify

whether experimental results can be attributed to the lack of chaperone activity or the activation
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of HSF1. However, in the case of HSF1, there is no known small molecule inhibitor or other

convenitent method to inhibit HSF1 activity56-59. One reason for the lack of a small molecule

inhibitor of HSF1 is the limited structural knowledge which is available for HSF1. This lack of

structural knowledge comes as no surprise, as HSF1 is thought to be an intrinsically disordered

protein60 . In an effort to create an approach that addresses the apparent deficiency of HSF1

inhibitors, I describe in Chapter 2 a highly transportable method which utilizes a chemical-

genetic approach to confer user-defined, highly specific, and small molecule-mediated inhibition

of HSF1 activity in any mammalian cell system for the first time33 .

The difficulties associated with the development of modulators of HSF1 serves as an

indicator to a notable technical problem concerning traditional pharmacological approaches

targeting proteins in a dynamic gene network. Since proteostasis networks and other adaptive

stress responses are often comprised of complex gene sets with overlapping functions, small

molecule-based inhibitors of individual components may always produce unclear results due to

compensatory stress response activation and other pleotropic effects. Investigators can develop

specialized methods to address compensatory stress responses as needed, but this approach

would require significant engineering in addition to the development of pharmacological

modulators, which can take years to develop for even the highest profile targets (like HSF1).

Even though great strides have been made to develop methods that modulate the activities of

particular components of proteostasis networks (such as chaperone inhibitors, proteasome

inhibitors and transcription factor modulators), there are still hundreds of components across

various proteostasis networks in separate cellular compartments with no convenient method of

modulating activity. Furthermore, traditional small molecule-based perturbation methods may

not be a viable method for elucidating the function of many components of proteostasis

networks in the near future. In order to address the apparent limitation in traditional

pharmacological approaches applied to complex gene networks, I describe in Chapter 3 an
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approach to modulate the activities of one (or many) components of a complex gene network by

utilizing a small molecule-regulated, dosable version of CRISPR-Cas9 transcription factors to

tune expression levels of endogenous genes 61.
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Figure 1.4 I Chaperone inhibition causes protein misfolding and compensatory stress

response

Schematic demonstrating the effects of treatment with an HSP90 inhibitor or some other small

molecule inhibitor of chaperone activity. Loss of HSP90 activity results in protein misfolding,

ultimately causing HSF1 to respond by producing more HSP90 and other cytosolic proteostasis

network components. HSP90 remains inhibited, but experimental observations may be

attributed to altered activity of other proteostasis network components, an issue which is widely

ignored in the literature.
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1.2 Evolutionary Approaches to Study Proteostasis

1.2.1 Introduction to Evolution as a Tool to Study Proteostasis Networks

A complimentary approach to study the function of proteostasis network components

involves the use of experimental evolution. In one implementation of this approach, genetically

modified organisms overexpressing a proteostasis network component were allowed to freely

grow without selection pressure (genetically drift) prior to assessment of diversity. Ultimately,

this work revealed that chaperones can increase genetic diversity by buffering theoretically

destabilizing mutations that would typically cause a protein to have a greater propensity to

misfold62-64. A separate approach involving the use of HSP90 inhibitors to perturb metazoan

proteostasis has demonstrated that proteostasis network remodeling can reveal cryptic

phenotypes capable of providing a fitness advantage under certain environmental

circumstances55 65-70

Collectively, these experiments have established a connection between proteostasis

networks and evolution by demonstrating that chaperones can alter protein evolution. This prior

work led us to wonder if the experimental question could be reversed: could molecular evolution

be leveraged to study proteostasis networks? By monitoring the evolution of a specific protein in

normal and perturbed proteostasis networks, perhaps we could learn more about the functions

of specific proteostasis genes and features of the client proteins that engage certain

proteostasis systems. In order to test for differences in protein evolution in perturbed

proteostasis environments, we need (1) potent and scalable methods that allow us to freely

modulate proteostasis networks in living systems, and (2) robust experimental evolution

systems that allow us to explore protein sequence space on the laboratory time scale in

metazoan cells. While the existing set of tools that perturb proteostasis network components

was expanding through the development of chemical-genetic methods in our lab, the methods
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for robustly performing experimental evolution in living systems remained extremely limited,

particularly in metazoan cells.

1.2.2 Continuous Directed Evolution: A Robust Method for Exploring Sequence Space

Perhaps the most robust experimental evolution methods are utilized for directed evolution,

which is a process that aims to discover biomolecules with new and improved activities 71-73 .

Directed evolution approaches can be separated into three steps; (1) mutagenesis to create a

diverse library, (2) selection to assess for improved activities and (3) amplification to enrich

variants possessing improved activity (Figure 1.). In a directed evolution experiment designed to

optimize a small region of a protein, all of these steps can be performed in vitro. However,

directed evolution experiments requiring more mutations across larger, more complex proteins

can cause conventional in vitro methods to be incredibly laborious to implement, especially in

metazoan cells, and ultimately produce poor results.

Moreover, directed evolution experiments aiming to evolve larger proteins with complex

activities are intractable with in vitro methods because protein sequence space is incredibly

massive. Protein sequence space scales as a function of protein length, since there are 20

potential amino acids at each position. Thus, a small protein the size of green fluorescent

protein (238 residues) has -4.42 x 10309 combinatorial possibilities that can be explored, a value

that astronomically dwarfs the number of estimated atoms in the observable universe (~1080,

calculated from estimated mass of the observable universe74) and the Shannon number75

(theoretical conservative lower bound to potential chess games that can be played, ~10120),

multiplied together. The options increase significantly as a protein length approaches the

average size of known proteins in the human genome (469 residues, corresponding 1.5 x 10610

combinatorial possibilities)76. Further aspects to consider, such as post-translational

modifications and the desire to evolve activities involving hetero-multimeric proteins, only

increase the size and complexity of protein sequence space.
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In an effort to address the problem associated with exploring a sequence space which is so

potentially massive, investigators have developed new directed evolution methodologies which

seek to identify significant bottlenecks in directed evolution experimental workflows that hinder

protein sequence space exploration77 . In one prominent example, researchers identified that

human intervention at different points and time can significantly constrain sequence space

exploration7 8. Depending on the model system and screening methods which are used, an in

vitro directed evolution experiment can require multiple days to perform a single round of

diversification, expression and selection. By coupling each of these steps to the viability of a

self-replicating organism that quickly reproduces, multiple rounds of directed evolution can be

performed in succession on the laboratory time scale. In a notable version of this continuous

directed evolution method termed phage-assisted continuous directed evolution (PACE) 78, a

phage carrying a biomolecule of interest must replicate quickly to beat out the rate of dilution in

a continuously growing culture. By coupling biomolecular activity to the viability of the phage,

dozens of rounds of evolution can be achieved in a single day. In summary, the amount of time

required to complete a single round of evolution is significantly compressed by transitioning

steps of the directed evolution process into a living system which runs continuously, ultimately

enabling a progressive exploration of a greater amount of sequence space over time.
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Figure 1.5 | Directed evolution optimizes biomolecular activity

A diagram demonstrating the steps of the directed evolution process. A library of genetic

variants is initially made through mutagenesis. Active variants are selected by screening. The

library is ultimately enriched by amplifying active variants. Each of these steps can be

performed in vitro, but living systems are capable of connecting these steps to carry out

evolution in vivo.
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1.2.3 Overcoming the Global Mutagenesis Problem

While continuous directed evolution methods have been established and utilized to great

success in some model organisms 79-8 3 , these systems are heavily engineered for particular

model organisms and lack broad applicability. For example, PACE was designed to work by

propagating a highly engineered M13 phage in E. coli, thus it cannot be employed in a

mammalian cell to study metazoan proteostasis. Furthermore, PACE is a robust system

because it utilizes a carefully engineered mutagenesis plasmid84. By expressing a number of

error-prone DNA replication factors that increase the mutagenesis rate in the propagating phage

by orders of magnitude, the effective library size becomes much larger during the course of the

continuous directed evolution experiment. Without this mutagenesis plasmid, the mutation rate

of the phage between rounds of replication would be very low, ultimately reducing the number of

variants in each round of continuous directed evolution and constraining protein sequence

space exploration. In short, the inherently low mutation rate in living systems produces very low

genetic diversity, and this "mutagenesis problem" must be overcome in all continuous directed

evolution77 84, 85

Initial approaches for increasing mutagenesis rates in living systems relied on chemical and

physical mutagens which incorporate mutations globally, or throughout all DNA present in an

organism 6 -8 8 . Treatment conditions with these exogenous mutagens requires extensive

optimization as higher amounts of mutagenesis eventually causes an accumulation of mutations

in essential genes which causes loss of viability (Figure 1.6, left side)87. Even with optimized

treatment conditions, undesired mutations also appear in genes which allow an organism to

escape phenotypic selection. In the context of directed evolution, these phenotypic escape

variants results in the selection and subsequent enrichment of false positives (Figure 1.7, left

side)89. Either of these types of off-target mutations would be deleterious to evolution

experiments designed to study proteostasis as well.
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Further development of mutagenesis methods have transitioned to mechanisms that

diversify DNA in vivo without repetitive optimization between rounds of directed evolution. Living

systems can be engineered endogenously express error-prone DNA polymerases and other

DNA-damaging enzymes which require minimal intervention during the course of an

experiment 84, 90, 91. Thus, continuous directed evolution methods have opted to utilize plasmids

encoding these error-prone DNA replication factors 77. However, mutagenic plasmids still require

significant optimization prior to an experiment, as error-prone replication still mutagenizes DNA

globally. Unfortunately, the issue of deleterious mutation accumulation still applies as long as

global mutagenesis methods are utilized, forcing experimentalists to continuously develop

optimized error-prone DNA replication methods for the living system they are studying.

In theory, a targeted mutagenesis method would minimize off-target mutations in essential

genes, resulting in fewer false negatives in an evolution experiment (Figure 1.6, right side).

Targeted mutagenesis would also reduce false positives originating from undesired off-target

mutations that allow cheating of a phenotypic selection (Figure 1.7, right side). Recognizing that

off-target mutations caused by global mutagenesis hinders the application of continuous

directed evolution to study proteostasis, we set out to develop a generalized targeted

mutagenesis method described in Chapter 4, which will enable investigators to perform more

robust, in vivo continuous evolution experiments.

By developing a targeted mutagenesis method that localizes mutations to an individual

protein, we envision that evolution experiments studying the function of proteostasis network

components will become more tractable and informative. Investigators will have the ability to

study how a protein evolves in different cellular protein folding environments and learn which

type of mutations are accessible or deleterious. By understanding how these evolutions are

stabilized or preferentially removed, these experiments may ultimately inform how particular

components of the proteostasis network function to alter protein folding in living systems.
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Figure 1.6 | Global mutagenesis causes deleterious mutations in essential genes

Global mutagenesis indiscriminately introduces mutations across an organism's entire genome,

introducing mutations in target genes and other genes such as essential genes. Attempts to

increase the global mutagenesis rate and thus library diversity lead to decreased cell viability

due to off-target mutations in essential genes. Targeted mutagenesis allows for a high

mutagenesis rate that does not decrease cell viability by minimizing off-target mutations in

essential genes.
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Figure 1.7 1 Off-target mutations promotes cheating of selection

Global mutagenesis incorporates off-target mutations in genes that allow an organism to cheat a

phenotypic selection. In an evolution experiment, this will cause a certain rate of false positives.

Targeted mutagenesis minimizes these false positives by preventing off-target mutations in

genes that allow the organism to cheat the selection.
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1.3 Concluding Remarks

In summary, the study of proteostasis networks is technically difficult because these gene

networks are composed of multiple components that work together to mediate the protein

folding process in living systems. The development of improved inhibitory molecules,

specialized methods which modulate transcription factor activities, and tunable Cas9-based

genetic perturbations now enables investigators to perform previously intractable studies and

will lead to the discovery of further functions for many components of proteostasis networks

function. Furthermore, the development of targeted mutagenesis methods has opened doors by

enabling more elegant studies concerning the effects proteostasis network components have on

protein evolution. Collectively, these methods demonstrate the tremendous impact chemical

biology approaches can have when applied to difficult problems in science.
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Chapter 2: A Transportable, Chemical Genetic Methodology for the

Small Molecule-Mediated Inhibition of Heat Shock Factor I

This chapter is adapted from the following manuscript:
Moore, C.L., Dewal, M.B., Nekongo, E.E., Santiago, S., Lu, N.B., Levine, S.S., Shoulders, M.D.
ACS Chem. Biol., 2016, 11(1), pp 200-210.
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2.2 Abstract

Proteostasis in the cytosol is governed by the heat shock response. The master regulator of the

heat shock response, heat shock factor 1 (HSF1), and key chaperones whose levels are HSF1-

regulated have emerged as high-profile targets for therapeutic applications ranging from protein

misfolding-related disorders to cancer. Nonetheless, a generally applicable methodology to

selectively and potently inhibit endogenous HSF1 in a small molecule-dependent manner in

disease model systems remains elusive. Also problematic, the administration of even highly

selective chaperone inhibitors often has the side effect of activating HSF1 and thereby inducing

a compensatory heat shock response. Herein, we report a ligand-regulatable, dominant

negative version of HSF1 that addresses these issues. Our approach, which required

engineering a new dominant negative HSF1 variant, permits dosable inhibition of endogenous

HSF1 with a selective small molecule in cell-based model systems of interest. The methodology

allows us to uncouple the pleiotropic effects of chaperone inhibitors and environmental toxins

from the concomitantly induced compensatory heat shock response. Integration of our method

with techniques to activate HSF1 enables the creation of cell lines in which the cytosolic

proteostasis network can be up- or down-regulated by orthogonal small molecules. Selective,

small molecule-mediated inhibition of HSF1 has distinctive implications for the proteostasis of

both chaperone-dependent globular proteins and aggregation-prone intrinsically disordered
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proteins. Altogether, this work provides critical methods for continued exploration of the

biological roles of HSF1 and the therapeutic potential of heat shock response modulation.

2.3 Introduction

The heat shock response (HSR) maintains cytosolic proteostasis by dynamically matching cellular

protein folding capacity to demand and environmental conditions.1 Acute protein folding insults,

such as heat or oxidative stress, as well as chronic misfolding and protein aggregation activate the

HSR, thereby transcriptionally upregulating chaperones and quality control factors that coordinate to

address the proteostatic challenge.2 Induction of these proteostasis mechanisms is mediated by the

master regulator of the HSR, the transcription factor heat shock factor 1 (HSF1). 3 Under unstressed

conditions, the majority of cellular HSF1 is maintained in an inactive state. Protein misfolding insults

instigate a shift toward nuclear, trimeric, and transcriptionally active HSF1.4 Molecular details of the

HSF1 activation mechanism remain under investigation, but chaperone binding to maintain HSF1 in

its inactive, monomeric form and post-translational modifications play an important role. 5-6

HSF1 inhibition has recently emerged as a promising therapeutic strategy for a diverse array

of cancers.7 Of particular note, genetic ablation of HSF1 attenuates resistance to tumorigenesis in

mice,8 constitutive upregulation of HSF1 is linked to poor breast cancer patient prognosis,9 and

HSF1 activation in cancer-associated fibroblasts promotes malignancy. 10 Interestingly, HSF1 in

malignant cells regulates the expression of numerous genes not typically associated with the

HSR, 11 suggesting multiple roles for this master regulator of proteostasis in pathologic processes.

These and other findings motivate HSF1 inhibition as a potentially useful anticancer therapeutic

strategy. 12

Surprisingly, HSF1 inhibition is also emerging as a possible strategy for diseases linked

directly to protein misfolding or aggregation. 13 Balch and co-workers identified a "maladapted stress

response" mediated by chronic upregulation of HSF1 in diverse protein misfolding-related disorders,

including cystic fibrosis.14 They found that genetic elimination of HSF1 restored disease-associated

proteostasis defects, possibly by reducing hyperactive quality control mechanisms chronically
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upregulated by HSF1. The counterintuitive possibility that HSF1 inhibition could be valuable in

certain protein misfolding diseases further enhances the appeal of small molecule-based methods to

explore the therapeutic potential of HSF1 inhibition.

These and other findings have engendered active efforts to discover inhibitors of HSF1.1, 15

Unfortunately, the identification of potent and selective small molecule-based inhibitors of

transcription factors remains a challenging endeavor. Although a number of compounds capable of

inhibiting HSF1 have been identified, including triptolide, NZ28, rohitinib, cantharidin, and more,7, 15-

18 mechanistic studies show that these compounds have pleiotropic effects at the concentrations

required for HSF1 inhibition, and several lack potency. 16 ,19,20 In the absence of selective and potent

small molecule inhibitors of HSF1, researchers have focused on genetic techniques to ablate HSF1

activity, such as RNAi against HSF1 or overexpression of dominant negative HSF1 variants that can

inhibit the endogenously expressed transcription factor.14 , 21-26 These approaches have the

advantage of high selectivity and potency, but at the cost of slow kinetics, poor dosability, and

cellular adaptation or even death upon chronic HSF1 knockdown or constitutive dominant negative

HSF1 overexpression.2 7

An alternative to HSF1 inhibition is targeting the activities of downstream effectors of

proteostasis. In this regard, inhibitors of the cytosolic HSP90 and HSP70 chaperones are of

substantial interest. Clinical trials testing HSP90 inhibitors in oncology are ongoing, and increasingly

potent and selective HSP70 inhibitors continue to be developed.2 , 29 Such chaperone inhibitors are

ubiquitously deployed in the literature to evaluate effects of chaperone inhibition on client protein

folding and function. A sometimes underappreciated complication for mechanistic studies does,

however, exist: many chaperone inhibitors activate a compensatory HSR mediated by HSF1.3O The

consequence is that chaperone inhibition can actually induce high levels of other chaperones and

quality control mechanisms, potentially engendering the wrongful attribution of observed phenotypes

directly to chaperone inhibition rather than to the compensatory HSR. Similarly problematic, the

compensatory HSR can obscure actual consequences of chaperone inhibition. 1 In malignant cells,
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this issue can sometimes be resolved by very carefully fine-tuning the dose of a HSP90 inhibitor to

sidestep the compensatory HSR, but the acceptable dose range for an inhibitory effect without HSR

induction is narrow and often nonexistent. Alternatively, a promising new class of HSP90 inhibitor is

emerging that functions by binding to the chaperone's C-terminus and does not activate the HSR.32

3 These compounds are under continued development for potency and selectivity.34 Thus, methods

to uncouple the direct effects of chaperone inhibition from the compensatory HSR would be very

valuable, not just for elucidating the mechanistic consequences of chaperone inhibition but also for

studying the roles of the HSR in protection against other HSR activators like the environmental toxin

arsenite.35

Small molecule-based methods to potently and selectively inhibit HSF1 are, therefore,

urgently required. Here, we report the development of new small molecule-regulated, genetically

encoded dominant negative versions of HSF1 that can be easily deployed in diverse model systems

of interest. Our approach enables the robust uncoupling of the HSF1-activating side effects of

chaperone inhibition or oxidative stress from their direct effects on cellular proteostasis. Importantly,

our method is synergistic with and orthogonal to a previously reported approach for small molecule-

regulated activation of HSF1,36 allowing us to inducibly activate or repress the cytosolic proteostasis

network with small molecules in a single cell, as desired. Finally, we evaluate the implications of

small molecule-mediated HSF1 inhibition for the proteostasis of model globular and aggregating

cytosolic chaperone clients. Altogether, our work provides a robust methodology valuable for

continued studies of the normal and pathologic roles of HSF1, and will inform the continued

development of HSF1 regulators for applications in cancer and protein misfolding-related diseases.

2.4 Results and Discussion

2.4.1 Engineering a Potent Dominant Negative Version of Constitutively Active HSF1

Our first objective was to leverage destabilized domain (DD) technology to generate a small

molecule-regulated dominant negative version of HSF1 based on extant dominant negative

variants.2 2 25,D2 D fusion suppresses the cellular levels of fusion proteins because the small
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DD degron rapidly directs the fusion protein to the proteasome for degradation. Administration

of a small molecule that stabilizes the DD prevents degradation and allows the fusion protein to

function.37-39 Transcription factors can be fused to DDs to permit small molecule-dependent,

highly dosable induction of transcription factor activity.36,40 The methodology is readily

transportable, demanding minimal optimization and requiring the introduction of only a single

genetic construct to bestow small molecule dose-dependent regulation of transcription factor

activity.

Current dominant negative HSF1 variants typically involve deletion of a significant

fraction of the C-terminal transcription activation domain of HSF1 (amino acids 379-529).22 25

26 Our early efforts linking such dominant negative constructs to DDs indicated modest potency,

suggesting that re-engineering the dominant negative HSF1 protein would be beneficial. A

constitutively active version of HSF1, termed cHSF1, in which a portion of the internal regulatory

domain of HSF1 (amino acids 186-202) is deleted, was previously characterized.2 2 4 Induction

of cHSF1 results in constitutive upregulation of HSF1-dependent genes, even in the absence of

HSR activation. We rationalized that a dominant negative version of this cHSF1 variant in which

the transcription activation domain (amino acids 379-529) is also deleted would prove to be a

highly potent HSF1 inhibitor. Such a construct would not be subject to endogenous mechanisms

for regulating HSF1 that constitutively maintain the transcription factor in its inactive, monomeric

state6 and thereby potentially reduce the potency of previously described dominant negative

HSF1 variants (Figure 2.1). We termed this new dominant negative version of HSF1, lacking

both a portion of the internal regulatory domain and the transcription activation domain, "dn-

cHSF1."

We first assessed whether our new dn-cHSF1 construct is capable of inhibiting HSF1 by

creating stable HEK293T-REx cell lines expressing dn-cHSF1 under control of the doxycycline

(dox)-dependent tetracycline repressor. We predicted that induction of dn-cHSF1 would
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abrogate the ability of arsenite or HSP90 inhibitor-mediated activation of endogenous HSF1 to

upregulate established HSR target genes. As expected, treatment of cells with arsenite or the

HSP90 inhibitor STA-909042 results in robust induction of the HSR-regulated

chaperones HSP90 (HSP90AA 1), HSP70 (HSPA1A), and HSP40 (DNAJB 1). However,

pretreatment with dox for 18 h to induce dn-cHSF1 completely inhibits the arsenite- and STA-

9090-mediated upregulation of these HSR genes, as observed by both RT-qPCR and Western

blotting (Figure 2.2 and Figure 2.3, primers for Figure 2.2 in Table 2.1). Thus, our new dn-

cHSF1 construct is highly effective at inhibiting the HSR-mediated activation of endogenous

HSF1.
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Figure 2.1 | Design of a new, potent dominant negative HSFI variant "dn-cHSF1"

Model of dn-cHSF1, which lacks a portion of the internal regulatory domain (RD; deleted amino

acids 186-202) and the C-terminal transcription activation domain (amino acids 379-529).
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Figure 2.2 | Functional analysis of new dominant negative HSF1 construct

qPCR analysis of HSP40 (DNAJB1), HSP70 (HSPA1A), and HSP90 (HSP90AAI) in HEK293T-

REx cells inducibly expressing dn-cHSF1 following pretreatment with vehicle or dox (18 h; 1

pg/mL) and then HSR activation by treatment with arsenite (6 h; 100 pM) or STA-9090 (6 h; 100

nM). qPCR data are reported as the mean 95% confidence interval relative to vehicle-treated

HEK293T-REx cells.
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Figure 2.3 | New dominant negative HSFI prevents chaperone protein level upregulation

during heat stress recovery

Immunoblot of HEK293T-REx cells inducibly expressing dn-cHSF1 following pretreatment with

vehicle or dox (18 h; 1 pg/mL) and then HSR activation by treatment with arsenite (6 h; 100 pM)

or STA-9090 (6 h; 100 nM)
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Table 2.1 1 Compilation of primers for qPCR used in Figure 2.2
Target gene Forward primer Reverse primer

HSP90AAl GATAAACCCTGACCATTCC AAGACAGGAGCGCAGTTTCATAAA

HSPA1A GGAGGCGGAGAAGTACA GCTGATGATGGGGTTACA

DNAJBI TGTGTGGCTGCACAGTGAAC ACGTTTCTCGGGTGTTTTGG

Rp/p2 CCATTCAGCTCACTGATAACCTTG CGTCGCCTCCTACCTGCT
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2.4.2 dn-cHSF1 Represses HSR-Mediated Upregulation of HSF1 Target Genes with High

Selectivity

We next employed whole genome transcript arrays to assess changes in the transcriptome of

cells inducibly expressing dn-cHSF1 both before and after stressing with arsenite or STA-9090.

Arsenite is an HSR activator that also has pleiotropic effects including oxidative stress and DNA

damage. STA-9090 is a widely employed HSP90 inhibitor that rapidly activates a compensatory

HSR. dn-cHSF1 provides a potential mechanism to uncouple the HSR-activating insults of

arsenite or STA-9090 from the other consequences of exposure. K-Means clustering of the

3167 genes that had a significant change in mRNA levels under any condition compared to the

vehicle (see Table 2.2 for selected genes from the comprehensive array data) identified a single

cluster that displays significant downregulation in response to activation of dn-cHSF1 by dox

treatment (Figure 2.4, top cluster). Gene ontology analysis revealed that this set of genes is

highly enriched for HSR genes. In contrast, the large number of other genes activated by

arsenite treatment (including zinc metalloproteins and genes involved in oxidative stress) are

not inhibited by dn-cHSF1. Most importantly, only seven genes show a statistically significant

reduction of arsenite-induced upregulation owing to dox pretreatment, all of which are classical

HSR genes (shown in Table 2.2 in the cytosolic chaperones group), highlighting the exquisite

selectivity of our new dn-cHSF1 construct for HSF1 inhibition.

We next postulated that dn-cHSF1 activation provides a mechanism to uncouple the

compensatory heat shock response induced by HSP90 inhibition from the direct consequences

of HSP90 inhibition. To test this hypothesis, we treated cells with STA-9090 at the lowest

concentration (100 nM) sufficient to inhibit HSP90, as evaluated by the resultant degradation of

Akt, an established HSP90 client (Figure 2.5). Treatment with 100 nM STA-9090 in our cells

robustly induces the HSR, as observed by Western blotting for HSP70 and HSP40 (Figure 2.5).

Unlike arsenite, which also activates multiple other cellular stress responses, our transcriptome

57



analysis (see Table 2.2, Figure 2.4) shows that STA-9090 robustly induces (>2-fold) a set of

only 18 genes, 13 of which are well-established HSR genes. Pretreatment with dox to induce

dn-cHSF1 expression completely inhibits the induction of these 13 HSR genes, with no effects

on the other five genes activated by STA-9090 treatment. The remaining five genes that remain

upregulated in response to STA-9090 independent of dn-cHSF1 activation appear to be

unrelated to heat shock, leading us to attribute their upregulated expression levels to other

effects of STA-9090 treatment. Thus, dn-cHSF1 induction provides a mechanism to uncouple

the direct consequences of HSP90 inhibition from those effects mediated by compensatory HSR

activation. This method should prove valuable in the numerous cell systems where no window

exists to inhibit HSP90 (or other cytosolic chaperones) without simultaneously inducing the

HSR.
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Figure 2.4 Transcriptional profiling of the selective inhibition of HSF1 upon dn-cHSF1

activation

A five-node K-means clustergram performed on genes showing an experiment-wide ANOVA of

<0.001 in array data obtained from HEK293T-REx cells inducibly expressing dn-cHSF1

following pretreatment with vehicle or dox (18 h; 1 pg/mL) and then subjected to HSR activation

by treatment with arsenite (6 h; 100 pM) or STA-9090 (6 h; 100 nM). Red corresponds to high

relative transcript levels, and green corresponds to low relative transcript levels. Listed next to

each node is the strongest gene ontology (GO) assignment based on enrichment scores from

DAVID GO analysis of gene sets. Labels in red correspond to GO assignments with an

enrichment score >2 fold over expected.
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Figure 2.5 | HSP90 inhibitor-mediated activation of the heat shock response.

Immunoblot of HEK293T-Rex cells upon treatment with increasing concentrations of the HSP90

inhibitors STA-9090 and 17-AAG, showing that the heat shock response is activated even at

concentrations incapable of inducing Akt degradation, a marker for successful HSP90 inhibition.
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Table 2.2 | Summary of RNA array

gene arsenite

data measuring the specificity of
arsenite HSP90

+ dn-cHSFI inhibitor

dn-cHSFI -mediated
HSP90 inhibitor

+ dn-cHSFI

cytosolic chaperones
HSPA1A;HSPA1B 13.15 0.52 18.68 1.19
HSPA6; HSPA7 18.04 0.66 8.47 0.62
HSPA6 13.88 0.85 7.04 0.72
DNA JB1 3.43 0.38 3.31 0.38
HSPH1 2.28 1.29 2.92 0.95
DNA JA 1 1.76 0.94 1.82 0.9
HSP90AAI 1.39 0.66 1.78 0.69

oxidative stress genes
HMOXI 27.67 16.92 1.15 0.8
CTH 8.47 8.37 1.3 3.47
MTIX 25.55 24.8 1.16 1.33
MTIF 16.2 19.01 1.13 1.44

zinc metalloproteins and transporters
ZNF195 2.09 2.29 1.22 1.34
ZNF33A 1.4 1.33 1.12 1.01
ZFP69B 5.65 6.93 1.09 1.8
ZNF10 2.19 2.13 1.07 1.16
ZMYM3 0.45 0.43 1.06 0.85
DPF2 1.51 1.52 0.98 0.98
SLC30A2 6 12.89 0.96 1.3
ZNF674 2.33 2.21 0.73 1.07

endoplasmic reticulum chaperones
HSPA5 (GRP78) 0.81 0.83 0.77 0.96
GRP94 0.88 0.84 0.98 1.01
DNAJBII (ERDJ3) 0.81 0.89 0.85 0.81
DNA JB9 (ERDJ4) 1.06 0.99 1 1.22
DNA JCIO (ERDJ5) 1.01 0.8 0.99 0.93
HYOU1 1.04 0.98 1.13 1.05

disulfide redox
PDlA3 1.15 1 1.01 1.08
PDIA4 1.04 1 1.15 1.17
PDIA6 0.85 0.75 0.9 0.99
ERO1L 0.93 0.83 0.97 1.02
EROILB 1.11 1.24 0.73 1.03

aBolded text indicates an ANOVA p value <0.001 relative to vehicle-treated cells. All
unbolded text indicates no significant change with respect to vehicle-treated cells.
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2.4.3 Development of a Convenient and Broadly Applicable Small Molecule-Regulated Method

to Inhibit Endogenous HSFI

With our highly potent and selective dn-cHSF1 construct in hand, we next anticipated that we

could create a small molecule-regulated version of the dn-cHSF1 protein by fusion to an

appropriate DD. To test this concept, we fused the Arg12Tyr/Tyr1001le variant of E. coli DHFR,

whose levels can be regulated in mammalian cells by the small molecule trimethoprim (TMP),38

to the N-terminus of dn-cHSF1 (Figure 2.6). The addition of TMP to HEK293T-REx cells

expressing this DHFR.dn-cHSF1 fusion stabilizes the entire protein (Figure 2.7), effectively

inhibiting the HSR induced by a diverse array of stressors. For example, as shown in Figure

2.8, TMP addition abrogates the HSF1-mediated transcriptional upregulation of HSP40 induced

by arsenite, the HSP90 inhibitor STA-9090, heat shock, and the HSP70 inhibitor MAL3-101.44

These results are recapitulated at the protein level by immunoblotting for HSR target proteins

(Figure 2.9). Control experiments with DHFR.YFP-expressing cells confirm that these effects

are mediated by the DHFR.dn-cHSF1 construct.

Three critical potential advantages of DD regulation of transcription factors are (1) high

dosability, (2) rapid activation upon small molecule addition owing to the post-translational

mechanism of regulation, and (3) ease of transportability into any model system of interest with

minimal optimization. 36, 4 0 Indeed, we observe that TMP addition dose-dependently suppresses

HSF1 activity, allowing us to titer in distinct levels of HSF1 inhibition at will (Figure 2.10). The

timecourse of DHFR.dn-cHSF1 activation is also rapid. Within <2 h of TMP addition, we already

observe the capacity to significantly prevent arsenite-induced, HSF1-mediated induction of HSR

genes, including HSP40 (Figure 2.11). Most importantly, our methodology is readily transported

into various cell systems, including nonhuman MDCK cells (Figure 2.12), with no or minimal

optimization. Cumulatively, these results highlight key advantages of DD regulation of dn-

cHSF1, providing the first generally applicable method to inhibit endogenous HSF1 with high

selectivity and potency in a small molecule-dependent manner in diverse living systems.
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Figure 2.6 | Schematic of destabilizing domain-mediated regulation of dn-cHSFI

Model showing the trimethoprim (TMP)-dependent regulation of the DHFR.dn-cHSF1 fusion

protein. The structure of TMP is shown.
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DHFR.YFP DHFR.dn-cHSF1

TMP - + - +

HSF1

P-Actin

GFP

Figure 2.7 1 Immunoblot of HEK293T-REx cells conditionally expressing DHFR.YFP or

DHFR.dn-cHSFI

The stabilizing ligand TMP (10 pM) was added 18 h prior to harvest.
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HEK293T-REx +TMP +stress
cells expressing 0 C harvest
DHFR.dn-cHSF1 18 h

40. HSP40
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0
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vehicle As(Ill) HSP70 HSP90 heat
inhibitor inhibitor shock

Figure 2.8 I qPCR analysis of HSP40 in HEK293T-REx cells expressing DHFR.dn-cHSFI

Vehicle (DMSO) or TMP (10 pM) was added for 12 h, followed by treatment with arsenite (100

pM; 6 h), HSP90 inhibitor STA-9090 (100 nM; 6 h), HSP70 inhibitor MAL3-101 (10 nM; 6 h), or

heat shock (42 *C; 2 h). qPCR data are presented as fold-increase relative to vehicle-treated

cells expressing DHFR.YFP. Error bars represent SEM from biological replicates (n = 3). ***p <

0.0001
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Figure 2.9 | Functional analysis of destabilized domain-regulated DHFR.dn-cHSF1

construct at protein level

Immunoblot of HEK293T-REx cells inducibly expressing DHFR.dn-cHSF1 following

pretreatment with vehicle or TMP (12 h; 10 pM) and then HSR activation by treatment with

HSP90 inhibitor STA-9090 (6 h; 100 nM).
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HEK293T-REx +TMP +As(lll)
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Figure 2.10 | Stabilizing ligand dose response curve for DHFR.dn-cHSF1

qPCR analysis of HSP40 in HEK293T-REx cells expressing DHFR.dn-cHSF1 pretreated with

increasing concentrations of TMP for 18 h prior to HSR activation by arsenite treatment (100

pM; 6 h). Data are reported as the mean 95% confidence interval relative to vehicle-treated

HEK293T-REx cells.
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Figure 2.11 | Time course of DHFR.dn-cHSFI inactivation of heat shock response

qPCR analysis of HSP40 in HEK293T-REx cells expressing DHFR.dn-cHSF1 pretreated with

TMP (10 pM) for the indicated times prior to HSR activation by arsenite treatment (100 pM; 2 h).

The expression of HSP40 was normalized to the maximal expression observed upon arsenite

treatment with no TMP pretreatment. Data are reported as the mean 95% confidence interval

relative to vehicle-treated HEK293T-REx cells.
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Figure 2.12 | Functional test of DHFR.dn-cHSF1 construct in non-human cells

qPCR analysis of HSF1 target genes in MDCK cells expressing DHFR.dn-cHSF1, pretreated

with TMP (10 pM; 18 h) and then treated with arsenite (100 pM; 6 h) to activate the HSR. Data

are presented as the mean 95% confidence interval relative to vehicle-treated cells.
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2.4.4 Orthogonal, Small Molecule-Mediated Up- and Down-Regulation of the HSR in the

Absence of Stress

Acute activation of dn-cHSF1 by TMP treatment prevents HSF1 activation in response to stress.

Interestingly, and consistent with previous work, 23 we find that chronic, long-term activation of

DHFR.dn-cHSF1 by TMP treatment constitutively depletes cellular chaperones by inhibiting

basal HSF1 activity (Figure 2.13). The capacity to constitutively downregulate the cytosolic

proteostasis network by DHFR.dn-cHSF1 activation, if integrated with an orthogonal method for

stress-independent HSF1 activation, would allow us to create individual cell lines in which the

cytosolic proteostasis network can be inducibly up- or down-regulated by treatment with

orthogonal small molecules (Figure 2.14). Such cell lines would be valuable for testing effects

of HSF1 modulation on the proteostasis of particular normal and disease-related protein

variants.

Methodology for the small molecule-mediated activation of cHSF1 using the FKBP DD,

which is stabilized by the small molecule Shield-1, was recently reported.36 , 4 1 Because the

DHFR and FKBP DDs are regulated by distinct small molecules, we predicted that expressing

both DHFR.dn-cHSF1 and FKBP.cHSF1 in a single cell line would allow us to inhibit or activate

HSF1 in a stress-independent manner in a single population of cells. Upon generating

HEK293T-REx cells expressing both constructs, termed HEK293DD.HSR cells for DD-regulated

control of the HSR, we observe that Shield-1 treatment robustly activates HSF1, as illustrated

by the upregulation of HSP90, HSP70, and HSP40 (Figure 2.15). In contrast, TMP treatment

activates DHFR.dn-cHSF1 to chronically deplete cytosolic chaperones or inhibit stress-mediated

HSF1 activation. Because both FKBP.cHSF1 and DHFR.dn-cHSF1 are readily transported into

any cell line of interest with minimal optimization,36 this methodology provides a convenient

mechanism to directly test the potentially contrasting effects of small molecule-mediated HSF1

activation versus small molecule-mediated HSF1 inhibition in disease model systems ranging
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from the protein misfolding disorders to cancer. Similar results are observed upon dox or Shield-

1 treatment in cells expressing tetracycline repressor-regulated dn-cHSF1 and FKBP.cHSF1

(which we term HEK293HSR cells; Figure 2.16).
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Figure 2.13 | Chronic expression of dn-cHSFI reduces chaperone protein levels

Immunoblot showing the depletion of cellular chaperones upon chronic activation of DHFR.dn-

cHSF1 by treatment with TMP (10 pM; 72 h).
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Figure 2.14 1 Stress-independent upregulation and depletion of chaperones can be

combined in a single cell system

Illustration showing the incorporation of both DHFR.dn-cHSF1 and FKBP.cHSF1 into a single

cell line (HEK293DD.HSR cells) and expected outcomes for proteostasis environment in the

cytosol.

73



vii +As(Ill)

HEK293DD.HSR cells 72 h 6 h harvest

+Shield-1 24 h

8.
0) W)
0) 0)
C C

HS7O
6-

"0 -0

<- 4-<

z z
EE

U) 2,

0 AO

- TMP (DHFR.dn-cHSF1)
TMP (DHFR.dn-cHSF1) - Shield-1

a ,r',-w'a,,In

8.

6

4.

2.

0.
- As(Ill)

(FKBP.cHSF1)

Figure 2.15 | qPCR analysis of HSF1 target genes in HEK293DD.HSR cells expressing both

TMP-regulated DHFR.dn-cHSF1 and Shield-I-regulated FKBP.cHSF1

c cells were treated with TMP (10 pM; 78 h), Shield-1 (1 pM; 24 h), arsenite (100 pM; 6 h), or

pretreated with TMP (10 pM; 72 h) followed by arsenite (100 pM; 6 h). Data are reported as the

mean 95% confidence interval relative to vehicle-treated HEK293T-REx cells.
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Figure 2.16 1 qPCR analysis of HSF1 target genes in HEK293HSR cells expressing both

dox-regulated dn-cHSF1 and Shield-I -regulated FKBP.cHSF1.

HEK293HSR cells were treated with dox (1 pg/mL; 54 h), Shield-1 (1 pM; 24 h), arsenite (100 pM;

6 h), or pretreated with dox (1 pg/mL; 48 h) followed by arsenite (100 pM; 6 h). Data are

reported as the mean 95% confidence interval relative to vehicle-treated HEK293T-REx cells.
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2.4.5 Effects of HSF1 Modulation on the Behavior of Cytosolic Chaperone Clients

We next evaluated how small molecule-mediated remodeling of the cytosolic proteostasis

network in HEK293HSR cells influences established model cytosolic chaperone client proteins,

such as firefly luciferase (FLuc). 45,4 6 We expected that upregulating cytosolic proteostasis

mechanisms via FKBP.cHSF1 activation might enhance FLuc activity, while chronic dn-cHSF1

activation to deplete the cytosolic proteostasis network would reduce FLuc activity. Surprisingly,

we observe that inhibiting endogenous HSF1 and lowering chaperone levels by inducing dn-

cHSF1 significantly increases FLuc activity >2.5-fold, while Shield-1 treatment to activate HSF1

and upregulate the cytosolic proteostasis network marginally reduces FLuc activity (Figure

2.17). Interestingly, accounting for steady-state levels of cytosolic FLuc (Figure 2.18) reveals

that the specific activity of FLuc in basal, activated or inhibited HSF1 cellular environments is

not significantly impacted by HSF1 activation or inhibition. The enhanced FLuc activity upon

HSF1 inhibition cannot be attributed to globally altered protein translation, because the extent of

metabolic labeling of newly synthesized proteins remains unchanged by the presence or

absence of dn-cHSF1 (Figure 2.19). Thus, the observed changes in FLuc activity may be

related to modified quality control induced through chronic inhibition of endogenous HSF1,

though other mechanisms could certainly also play a role. These results highlight the complex

and potentially unpredictable effects of an altered proteostasis network for some chaperone

client proteins. The trends we observe for FLuc activity are consistent with recent work on the

maladapted stress response by Balch and co-workers, who identified HSF1 knockdown as a

potential mechanism to enhance proteostasis of misfolding globular and membrane proteins

associated with genetic loss-of-function disorders.14

We next profiled the effects of HSF1 inhibition versus activation on the intrinsically

disordered, aggregating protein polyQ67-tdTomato,414 5 a protein consisting of 67 glutamine

residues fused to fluorescent tdTomato for visualization (Figure 2.20). Polyglutamine proteins
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like this one are a classic example of the intrinsically disordered proteins associated with the

pathology of numerous human diseases, including Huntington's disease. Various groups have

speculated that modulating the proteostasis network could be a viable therapeutic strategy for

such diseases.13 Immunoblotting for polyQ67-tdTomato from both the soluble and insoluble

fractions of cell lysates suggests that the protein aggregates more aggressively in HSF1-

inhibited environments (Figure 2.21, note also the presence of a cleaved tdTomato band that

has been previously observed for polyQ-fluorescent protein fusions and that is unaltered by

modulating HSF1 activity47). Indeed, we find that under conditions of HSF1 inhibition the

aggregation of polyQ67-tdTomato is significantly enhanced, as determined by the appearance of

fluorescent puncta identified by PULSA flow cytometry (Figure 2.22, Figure 2.23, and Table

2.3).48 HSF1 activation, on the other hand, does not significantly affect puncta formation,

resulting in a similar amount of disperse fluorescence to untreated samples. Thus, while we find

that HSF1 inhibition and consequent chaperone depletion can possibly be beneficial for soluble

but poorly folding globular proteins like FLuc, these results suggest that inhibiting HSF1 and

repressing the cytosolic proteostasis network reduces the cell's capacity to handle aggregation-

prone proteins.

Cumulatively, these data highlight the potentially contrasting consequences of HSF1

inhibition for different classes of misfolding proteins. For a soluble chaperone client, we observe

an unexpected increase in enzyme activity upon HSF1 inhibition, an effect that could prove

useful in certain protein misfolding-related diseases.14 In contrast, HSF1 inhibition significantly

enhances deleterious aggregate formation for an intrinsically disordered protein, and

approaches that upregulate proteostasis network activity may prove more useful. These findings

highlight the importance of considering the therapeutic relevance of both possibilities,

depending on the protein misfolding-related disorder of interest, and lend credence to the

concept that small molecule-mediated inhibition of HSF1 is a strategy that should be tested in
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cytosolic protein misfolding-related disorders. 14 Such testing should benefit greatly from our

introduction of DHFR.dn-cHSF1.
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Figure 2.17 1 Activity of a chaperone client is higher in a chaperone-depleted environment

Experimental workflow showing FLuc activity measured in transiently transfected HEK293T-

RExHSR cells after treatment with vehicle, dox to induce HSF1 inhibition (1 pg/mL; 48 h), or

Shield-1 to activate cHSF1 (1 pM; 48 h). Error bars represent SEM from biological replicates (n

= 3). Significance was calculated using the paired Student's two-tailed T-test. *p < 0.05, ***p <

0.005.

79

U)

N

E
o

w Shield-



Shield-1 (FKBP.cHSF1)
dox (dn-cHSF1)

FLuc

O-Actin

HEK293HSR cells
expressing

FLuc

- - +

- + -

Figure 2.18 1 Protein levels of a chaperone client are elevated in a chaperone-depleted

environment

Immunoblot to assay steady-state levels of FLuc after transiently transfected HEK293T-

RExHSR cells after treatment with vehicle, dox to induce HSF1 inhibition (1 pg/mL; 48 h), or

Shield-1 to activate cHSF1 (1 pM; 48 h).
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Figure 2.19 | Global protein synthesis remains constant after chronic expression of dn-

cHSFI

Auto-radiogram of [35S]-labelled protein from HEK293HSR lysates expressing dn-cHSF1 (dox; 1

pg/mL, 48 h) or no treatment prior to 15 min metabolic labelling with L-[ 3 5S]-methionine.
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poIyQ67-tdTomato

Figure 2.20 | polyQ-tagging of a fluorescent protein causes aggregation, resulting in

fluorescent puncta when expressed in cells

Epifluorescent microscopy images of HEK293HSR cells transiently transfected with plasmids

encoding Qo-tdTomato (left) or poIyQ67-tdTomato (right))
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Figure 2.21 | polyQ-protein aggregation is higher after chronic expression of dn-cHSFI

Immunoblot of soluble and insoluble fractions from HEK293HSR cells transfected with Qo-

tdTomato or polyQ67-tdTomato, and then treated with vehicle, dox to induce HSF1 inhibition (1

pg/mL; 48 h), or Shield-1 to activate cHSF1 (1 pM; 48 h).
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Figure 2.22 1 Schematic and representative data for PULSA flow cytometry method to

detect fluorescent inclusion bodies in living cells

Diagram of PULSA flow cytometry, which utilizes fluorescence pulse height and pulse width

information to identify inclusion bodies in live cells. Shown are representative plots of

HEK293HSR cell populations transiently transfected with Qo-tdTomato (left) and poIyQ67-

tdTomato (right), with gating for inclusion body population defined as the region bounded by the

orange line. Purple dots in this region are defined as live cells with inclusion bodies, while all

other events on the plot are defined as live cells.
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Figure 2.23 I Chaperone depletion exacerbates polyQ-mCherry aggregation

Quantification of inclusion body frequency measured by PULSA flow cytometry analysis of

HEK293HSR cells transfected with Qo-tdTomato or polyQ67-tdTomato, and then treated with

vehicle, dox to induce HSF1 inhibition (I pg/mL; 48 h), or Shield-I to activate cHSF1 (I pM; 48

h). Error bars represent SEM from 10,000 recorded live cell events performed on biological

replicates (n = 3). *p < 0.05, **p < 0.01.
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2.4.6 Concluding Remarks

HSF1 is a high-profile target for both diseases of proteostasis and cancer. In the absence of

highly selective and potent small molecule-regulated methods to inhibit HSF1 in disease model

systems, understanding the beneficial and/or deleterious consequences of HSF1 inhibition

remains challenging. Here, we report the development of a potent and exquisitely selective

small molecule-regulated inhibitor of endogenous HSF1. Acute activation of our inhibitor

abrogates the HSF1-mediated, stress-induced HSR, while chronic activation constitutively

depletes cytosolic chaperones. This small molecule-regulated methodology is valuable for

mechanistic experiments, where it permits the uncoupling of the direct effects of environmental

toxins and chaperone inhibitors from the indirect effects of the compensatory HSR induced by

these compounds. Furthermore, integration of our method with a previously reported small

molecule-based technique to activate HSF1 36 permits the generation of enhanced or repressed

cytosolic proteostasis networks using orthogonal, stress-independent small molecules in a

single population of cells. Intriguingly, we find that the consequences of HSF1 inhibition versus

activation on proteostasis are not always intuitive. For a model chaperone-dependent soluble

protein, HSF1 inhibition has the beneficial effect of significantly increasing enzyme activity, while

HSF1 activation very modestly reduces enzyme activity. In contrast, for the alternative case of

an intrinsically disordered, aggregation-prone protein, HSF1 inhibition enhances deleterious

protein aggregation. These results highlight the value of selective and potent chemical biology

methods to inhibit HSF1, allowing hypothesis testing in disease-relevant systems to guide

rational therapeutic development efforts and elucidation of the critical roles of HSF1 in

tumorigenesis and cancer progression.
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2.5 Methods

2.5.1 Reagents, Plasmids, and Antibodies

Sodium arsenite 0.1 N standardized solution was purchased from Alfa Aesar, STA-9090 was

purchased from MedChem Express, MAL3-101 was purchased from ChemTech, Inc., and

Shield-1 was purchased from ClonTech. FLuc-GFP.pClneo was a generous gift from Prof. F.-U.

Hartl (Max Planck Institute).45 p-N 1-Qo-tdTomato and p-N 1-polyQ67-tdTomato plasmids were a

generous gift from Prof. R. Morimoto (Northwestern) .4 To construct dn-cHSF1.pENTR1A and

DHFR.dn-cHSF1.pENTR1A, the DNA fragment corresponding to dn-cHSF1 was PCR-amplified

using DNA oligonucleotides aaaaaaggtaccaccatggatctgcccgtggg and

aaaaaagcggccgcctacaggcaggctacgctga as primers and cHSF1.pENTR1A as the template.36

The PCR product was digested with Kpnl and Notl, and then cloned into Kpnl- and Notl-

digested pENTR1A (Life Technologies) or DHFR.YFP.pENTR1A vectors.38 Genes of interest in

pENTR1A were shuttled into appropriate destination vectors using LR clonase l-mediated

recombination (Life Technologies). The following antibodies were used: mouse monoclonal anti-

P-actin and rabbit polyclonal anti-HSF1 from Sigma, anti-HSP70/72 and anti-HSP40/Hdjl from

Enzo Life Sciences, rabbit monoclonal anti-HSP90 from Cell Signaling, rabbit polyclonal anti-

RFP from Evrogen, and rabbit polyclonal anti-GFP from GeneTex.

2.5.2 Cell Culture

HEK293T-REx (Life Technologies) and MDCK cells were cultured at 37 'C in a 5%

CO2atmosphere in DMEM (CelIGro) supplemented with 10% fetal bovine serum (CelIGro) and

1% penicillin/streptomycin/glutamine (CelIGro). Vesicular stomatitits virus glycoprotein (VSV-G)

pseudotyped lentiviral particles encoding dox-inducible dn-cHSF1 and DHFR.dn-cHSF1 were

produced by co-transfecting 293FT cells with the structural plasmids necessary for virus

production (Rev, RRE, and VSVG) along with the appropriate pLenti-DEST lentivirus constructs.

Cells were transfected using Lipofectamine 2000 (Life Technologies) for 24 h, after which the
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media was removed and replaced with fresh media. Media containing viral particles was

collected at 48 h and again at 72 h post-transfection and cell debris was removed by

centrifugation at 500 x g for 10 min. Viral supernatant was then aliquoted and stored at -80 'C

until use. During lentivirus transductions, cells were treated with 4 pg/mL polybrene (Sigma).

Lentiviral particles were transduced into either MDCK cells, HEK293T-REx cells, or previously

described HEK293T-REx cells already stably expressing FKBP.cHSF1.36 Stable cell lines were

selected by culturing in complete medium containing G418, blasticidin, Zeocin, hygromycin,

and/or puromycin, as appropriate, prior to single-colony selection and characterization.

Transient transfections of polyglutamine and FLuc-GFP.pCIneo constructs were performed

using polyethylenimine.

2.5.3 Immunoblotting

Proteins were separated by SDS-PAGE and then transferred to nitrocellulose membranes.

Following blocking and incubation with appropriate primary antibodies, membranes were

incubated with 680 or 800 nm fluorophore-labeled secondary antibodies (Li-COR Biosciences)

prior to detection using a LI-COR Biosciences Odyssey Imager. Band intensity quantification

was performed in Image Studio Lite (LI-COR Biosciences).

2.5.4 Quantitative RT-PCR

The relative mRNA expression levels of selected heat shock response genes were measured

using quantitative RT-PCR. Cells were treated as described at 37 0C, harvested by scraping,

washed with phosphate-buffered saline (CelIGro), and then RNA was extracted using the EZNA

Total RNA Kit I (Omega). qPCR reactions were performed on cDNA prepared from 1000 ng of

total cellular RNA using the High-Capacity cDNA Reverse Transcription Kit (Applied

Biosystems). The Fast Start Universal SYBR Green Master Mix (Roche) and appropriate

primers purchased from Integrated DNA Technologies (Table 2.1) were used for amplifications

(6 min at 95 0C then 45 cycles of 10 s at 95 0C, 30 s at 60 *C) in a Light Cycler 480 11 Real-Time
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PCR machine. Primer integrity was assessed by a thermal melt to confirm homogeneity and the

absence of primer dimers. Transcripts were normalized to the housekeeping genes Rplp2 and

all measurements were performed at least in triplicate. Data were analyzed using the

LightCycler@ 480 Software, Version 1.5 (Roche) and data are reported as the mean 95%

confidence interval.

2.5.5 Whole Genome Microarrays

HEK293T-REx cells expressing dox-inducible dn-cHSF1 were treated for 18 h with vehicle or 1

pg/mL dox prior to HSF1 activation by treatment with arsenite (100 pM for 4 h) or STA-9090 (10

nM for 8 h), all in biological triplicate. Cells were harvested and RNA was extracted using the

RNeasy Plus Mini Kit (Qiagen). RNA quality was confirmed using an Advanced Analytical

Fragment Analyzer, after which 250 ng of total RNA was prepared for microarray analysis using

the Nugen Applause 3' Amp Kit (NuGen #5100). 4 pg of labeled cDNA was hybridized overnight

(17 h) to Human Primeview Arrays (Affymetrix #901837) following standard Affymetrix protocols.

Microarrays were scanned using an Affymetrix GeneChip Scanner 3000 7G Series instrument.

Data were extracted using the Affymetrix Expression Console and analyzed using the

Transcriptome Analysis Console v3.0. K-Means clustering was performed on genes showing an

experiment-wide ANOVA of <0.001 using Cluster 3.0

(http://bonsai.hgc.jp/-mdehoon/software/cluster/software.htm). Data were gene normalized

before clustering using 5 nodes and a Euclidean distance similarity metric. Data were visualized

using Java TreeView (http://jtreeview.sourceforge.net).1 Gene ontology analyses were

performed using DAVID (http://david.abcc.ncifcrf.gov/summary.jsp) on genes associated to

each node.
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2.5.6 Luciferase Activity Assays

After pretreatment with the appropriate small molecule and/or stressor, cells were lysed by

adding luciferase lysis buffer (Promega) directly to the wells and incubated in the dark at room

temperature for 15 min. Following a 5 min spin to remove insoluble cell debris, 50 pL of lysate

was added to a white, opaque 96-well plate with 50 pL of the Bright-Glo Luciferase Assay

System buffer (Promega). Following a 15 s double-orbital mix cycle, luminescence was

recorded on a BioTek Synergy H1 Hybrid Reader. Measurement times using luminescence fiber

were set to 0.4 s integration time per well. A four-point mean maximum calculation was used to

determine the luminescence. To determine specific activities, the luminescence values (FLuc

activities) were divided by FLuc band intensity quantified from immunoblots by densitometry

using the LI-COR Image Studio Lite software.

2.5.7 [ 5 S] Metabolic Labeling Experiments

HEK293HSR cells transiently transfected with FLuc were seeded on poly-d-lysine-coated plates

and treated with vehicle or dox at 1 pg/mL to activate dn-cHSF1 for 48 h. Cells were then

starved for 30 min in DMEM + 10% FBS lacking Cys and Met. Cells were metabolically labeled

in pulse medium containing [35S]-Cys/Met (MP Biomedical, ~ 0.1 mCi/mL final concentration) for

15 min prior to lysis. Cells were lysed in a 1% Triton X-100 buffer. Lysates were boiled in 1X-

Laemmli buffer and separated by SDS-PAGE. The gels were then dried, exposed to

phosphorimager plates (GE Healthcare), and imaged with a Typhoon imager.

2.5.8 Flow Cytometry

Cells were analyzed at a slow flow rate in an LSRFortessa flow cytometer (BD Biosciences). A

total of 10 000 events were collected per measurement, using a forward scatter threshold of

5000 and obtaining pulse height, area, and width parameters for each channel. For tdTomato,

data were collected with the 561 nm laser and 610/20 nm bandpass filter. Flow cytometry data

were analyzed using FACSDiva software (BD Biosciences).
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Chapter 3: Multidimensional chemical control of CRISPR-Cas9

This chapter is adapted from the following manuscript:
Moore, C.L. 1, Maji, B. 1, Zetsche, B., Volz, S.E., Zhang, F., Choudhary, A.2, Shoulders, M.D.2

Nature Chemical Biology, 2017, 13, pp 9-11. 1Equal Contributions; 2 Co-Corresponding Authors.
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3.2 Abstract

Cas9-based technologies have transformed genome engineering and the interrogation

of genomic functions, but methods to control such technologies across numerous dimensions,

including dose, time, specificity, and mutually exclusive modulation of multiple genes, are still

lacking. We conferred such multi-dimensional controls on diverse Cas9 systems by leveraging

small molecule-regulated protein degron domains. Application of our strategy to both Cas9-

mediated genome editing and transcriptional activities opens new avenues for systematic

genome interrogation.

3.3 Introduction

RNA-guided endonucleases, such as Cas9, are easily targeted to any genomic locus

using single guide RNAs (sgRNAs)1 2 , ushering in a slew of transformative technologies. For

example, Cas9 enables facile genomic alterations, as well as robust self-propagation of such

alterations throughout a species population via gene drives 3. Furthermore, catalytically inactive

Cas9 (dCas9) can be fused to a wide range of effectors, including fluorescent proteins for

genome imaging 4, enzymes that modify DNA or histones for epigenome editing5, and

transcription-regulating domains for controlling endogenous gene expression6.
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Despite such advances, a critical need still exists for methods to precisely regulate Cas9

activities across multiple dimensions, including dose, target, and time7. Finely-tuned control of

Cas9 levels is important8, as high Cas9 concentrations result in elevated off-target genomic

alterations. Rapid disabling of activity after a desired genomic modification is also valuable to

prevent off-target activity9. In the context of gene regulation by dCas9-based transcriptional

activators, dose control of transcript expression levels is essential to permit induction of

physiologically relevant levels of mRNA transcripts. The abilities to rapidly reverse transcript

induction and to control the expression of multiple transcripts independently are also highly

desirable. Ideally, methods that provide such controls should be readily adaptable to diverse

RNA-guided nucleases that continue to rapidly emerge.

We sought small molecule-regulated systems that would fulfill these needs. Previously,

we applied destabilizing domains (DDs) 10-12 to confer similar controls on transcription factors 13 14

Briefly, structurally unstable protein domains derived from E. coli dihydrofolate reductase

(DHFR) 10 or the estrogen receptor (ER50)" are fused to a transcription factor. These largely

unfolded domains target the fusion protein for rapid proteasomal degradation. Small molecules

that can bind and stabilize the poorly populated folded state of the DDs prevent proteasomal

degradation of the fusion protein in a concentration-dependent manner, allowing transcription

factor function13 1 4. We envisioned that such small molecule-regulated DDs could be similarly

deployed to establish Cas9 systems with multi-dimensional control of genome editing and

transcriptional activities.

3.4 Results and Discussion

3.4.1 Developing a Potent, Small Molecule-Regulated, and Cas9-Mediated Transcriptional

Control System

We began by genetically linking the DHFR DD to the N-terminus of catalytically inactive

Streptococcus pyogenes Cas9 (dSpCas9) fused to VP16-based transcriptional activation

96



domains (e.g., VP64 or VP192) 15. Addition of trimethoprim (TMP), a DHFR-stabilizing small

molecule, to cells transfected with either DHFR.dSpCas9.VP64 or a previously reported

DHFR.dSpCas9.VP192 fusion 16 and appropriate sgRNAs yielded minimal induction of target

genes or displayed high basal activity (Figure 3.1 and Figure 3.2, respectively). These findings

were expected, as dSpCas9.VP64 alone is insufficient for inducing transcription of many target

genes17.

We shifted our focus to a second-generation Cas9-based transcription system 17, in

which sgRNAs bear an RNA aptamer that recruits transcription activation domains (e.g.,

PP7.VP6418 ) to dSpCas9. We conferred conditional activity on this system by fusing the DHFR

DD to the PP7.VP64 transcription activation domain (Figure 3.3). Cells transiently expressing

DHFR.PP7.VP64, dSpCas9, and a sgRNA targeting ILIRN showed robust upregulation of

ILIRN mRNA upon treatment with TMP, demonstrating chemogenic control of transcript

induction (Figure 3.4). Further analysis of mRNA levels in this cell population at different

treatment times revealed that IL1 RN mRNA levels started to increase within 8 hours of small

molecule treatment (Figure 3.5). Importantly, we observed minimal basal transcriptional

activation in vehicle-treated samples.

97



a b
destabilized domain-dCas9-transcriptional activation domain 20 IRN

fusion protein + sgRNA

15
proteasomal 1.

dCas degradation
no activation E 0

stabilizing small molecule
.5

transcriptional 
0upregulation 0 1 3 10 33 100 333 1000 3333

4DHFR dCas9 [TMP] (nM)

Figure 3.1 | Regulation of dSpCas9.VP64 transcriptional activity using directly fused

destabilized domain to dSpCas9

(a) Model for small molecule-regulated transcriptional activation mediated by

DHFR.dSpCas9.VP64.

(b) qPCR analysis of HEK293T cells transiently transfected with DHFR.dSpCas9.VP64 and four

requisite sgRNAs targeting ILIRN following treatment with increasing concentrations of TMP

for 18 h prior to qPCR analysis. Error bars represent standard deviation across four technical

replicates.
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Figure 3.2 I DHFR.dSpCas9.VP192 possesses transcriptional activity prior to small

molecule induction

qPCR analysis of HEK293T cells expressing DHFR.dSpCas9.VP192 and requisite sgRNAs

targeting ASCL1. Transiently transfected cells were treated with 10 pM TMP for 18 h prior to

qPCR analysis. Error bars represent standard deviation across four technical replicates.
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Figure 3.3 j Destabilizing domain regulation of an accessory protein in a second

generation dCas9 transcriptional system relies on proteasomal degradation.

Schematic illustrating how small molecule-mediated regulation of a second generation dCas9

transcriptional system is achieved. In this approach, a destabilizing domain based on

dihydrofolate reductase of E. coli (DHFR) is genetically fused to an accessory protein consisting

of an RNA-binding protein heavily used in systems biology (phage coat protein PP7) and a

transcriptional activation domain (VP64). Upon expression in a living cell, DHFR is largely in a

conformation recognized for proteasomal degradation, resulting in turnover of the fused

PP7.VP64 domains. In the presence of a stabilizing small molecule (trimethoprim, TMP), DHFR

remains in a stable conformation and is not recognized for degradation by the proteasome,

resulting in realized expression of DHFR.PP7.VP64 fusion and functional downstream activity of

those domains. In this example, PP7 binds to a cognate RNA aptamer present in a loop of an

sgRNA presented by a sgRNA-dCas9 ribonucleoprotein complex targeted to a region upstream

of endogenous IL1RN in human cells.
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Figure 3.4 | Small molecule regulation of a robust dSpCas9-mediated transcriptional

activation system requires fusion of destabilizing domain to accessory protein

Small molecule-mediated transcription induction via a destabilized domain-fused transcription

activation domain (DHFR.PP7.VP64), dSpCas9, and a sgRNA (top). HEK293T cells transfected

with dSpCas9 and either an RFP control, PP7.VP64, or trimethoprim (TMP)-regulated

DHFR.PP7.VP64 targeted to /LIRN were treated with 10 piM TMP for 18 h prior to qPCR analysis

(bottom). Error bars represent SEM from biological replicates (n = 3).
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Figure 3.5 Temporal dynamics of transcriptional upregulation with DHFR.PP7.VP64 and

dSpCas9.

qPCR analysis of HEK293T cells expressing dSpCas9, DHFR.PP7.VP64 and sgRNAs targeted

to ILIRN following treatment with TMP (100 nM) for increasing amounts of time up to 18 h. Error

bars represent standard deviation across four technical replicates.
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3.4.2 Advantages of New DD-dCas9 Transcriptional Systems Include Rapid Reversibility

Existing small molecule-regulated, dCas9 transcriptional activators leave transcription

continuously on7,19, unlike in biological systems where both transcription turn-on and turn-off are

often strictly regulated. An advantage of our approach is the potential for turning-off transcription

upon removal of the DD-stabilizing small molecule. To test this idea, we treated cells transfected

with DHFR.PP7.VP64, dSpCas9, and sgRNA with TMP to upregulate endogenous genes prior

to a chase period with media lacking TMP (Figure 3.6, top). Removal of TMP resulted in rapid

depletion of induced mRNA transcript levels within <8 h for ILIRN and NANOG (Figure 3.6).

For IL1 RN, we validated the resulting rapid depletion in replicate time course experiments

(Figure 3.7). Thus, our system permits user-defined turn-on and turn-off of endogenous gene

transcription.
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Figure 3.6 I Rapid turn-off of transcriptional upregulation with DHFR.PP7.VP64 and

dSpCas9

Cells were transfected and treated with 100 nM TMP to upregulate endogenous ILIRN

(additional biological replicates shown in Figure 3.7) or NANOG. After 18 h of TMP treatment,

cells were provided with fresh media containing or lacking TMP prior to harvesting and analysis

by qPCR. Error bars represent S.D. from technical replicates (n = 4).
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Figure 3.7 1 Validation of reversibility of transcriptional upregulation with DHFR.PP7.VP64

and dSpCas9 targeted to ILIRN

Time course of the reversible transcriptional induction experiment utilizind DHFR. PP7.VP6

system (above). Two additional biological replicates (below, a and b) of the experiment shown in

Figure 3.6 for reversible transcriptional induction of ILIRN. Error bars represent standard

deviation across four technical replicates.
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3.4.3 DD-dCas9 Transcriptional Systems Enable Orthogonal Gene Regulation in a Single

Population

Another attractive feature of our strategy is that several orthogonal small molecule-

degron pairs exist101 1, theoretically enabling independent control of the transcription of multiple

genes. For example, the ER50 DD stabilized by the small molecule (Z)-4-hydroxytamoxifen

(40HT)11 is orthogonal to the TMP-DHFR pair. Conveniently, MS2.p65.HSF1 is a transcription

activation domain whose cognate RNA aptamer is distinct from that bound by the PP7.VP64

domain, and therefore is functionally orthogonal to PP7.VP641 7 ,18. Similar to our previous

observations using DHFR.PP7.VP64 and TMP, expression of ER50.MS2.p65.HSF1 with

dSpCas9 and an appropriate sgRNA yielded 40HT-dependent transcript induction (Fig. 3.8).

Immunoblotting confirmed that this induction was accompanied by a 40HT-dependent increase

in ER50.MS2.p65.HSF1 protein levels (Figure 3.9). As expected, we observed a similar

increase in ER50.MS2.p65.HSF1 protein levels upon proteasome inhibition using MG-132,

confirming that 40HT rescues the transcription activation domain from degradation (Figure 3.9).

Most importantly, co-expression of both DHFR.PP7.VP64 and ER50.MS2.p65.HSF1, along with

dSpCas9 and appropriate sgRNAs, permitted conditional and orthogonal activation of multiple

endogenous genes when either TMP, 40HT, or both TMP and 40HT were added to cells

(Figure 3.8).

As the discovery and development of new and improved RNA-guided nucleases is

currently quite rapid, an ideal small molecule-regulated method must easily translate to new

versions of RNA-guided nucleases with minimal engineering. We note that the ER50 DD can

also be easily deployed to regulate the activity of catalytically inactive Staphylococcus aureus

Cas9 (dSaCas9) 20, a Cas9 variant from a different species than SpCas9 with distinct sgRNAs

(Figure 3.10). While this result highlights the ready adaptability of our approach to next-

generation RNA-guided, dCas9-based transcriptional activators, the implementation of dSaCas9
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expands the current orthogonality of small molecule gene regulation by immediately providing

an alternate tool to dSpCas9.
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Figure 3.8 1 Independent,

genes

small molecule-mediated control of transcript levels for two

(a) Cells were transfected with dSpCas9 and two orthogonal destabilized domain-regulated

transcription activation systems targeted to separate genes. DHFR.PP7.VP64 was

targeted to ILIRN and ER50.MS2.p65.HSF1 was targeted to ASCLI.

(b) Transfected cells were treated as indicated with 100 nM TMP and/or 10 nM 40HT for 18

h prior to qPCR analysis. Error bars represent SEM from biological replicates (n = 3).
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NUCLEAR EXTRACTS

dSpCas9 +
ER50.MS2.p65.HSF1 +

Empty ASCLI guide

40HT(1 pM) - - + -

MG132(20pM) - - - +

a-HSF1 (c)

a-SpCas9

a-H3K27me2 40 Af

Figure 3.9 I Western blot analysis of destabilized domain-regulated transcriptional

activation effector in the absence and presence of stabilizing small molecule

Western blot analysis of HEK293T cells transfected with dSpCas9 and 40HT-regulated

ER50.MS2.p65.HSF1 targeted to ASCL1. Treatment with stabilizing small molecule 40HT (1

pM, 24 h) or proteasome inhibitor MG132 (10 pM, 12 h) correlates with the substantial increase

of a band corresponding to ER50.MS2.p65.HSF1 (detected using a C-terminal antibody against

HSF1; c-HSF1 (c)), while no changes are observed in dSpCas9 levels.
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Figure 3.10 I Regulation of dSaCas9 transcriptional activity using the ER50 DD

qPCR analysis of HEK293T cells expressing ER50.dSaCas9.VP64, ER50.MS2.P65.HSF1 and

sgRNAs targeted to ASCL1 following treatment with increasing concentrations of 40HT for 18 h.

Error bars represent standard deviation across four technical replicates.
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3.4.4 DD-dCas9 Transcriptional Control Systems Possess a Broad, Robust Range of Dosability

Meaningful interrogation of gene function frequently requires the ability to dose transcript

levels across a wide dynamic range. The pharmacologic chaperoning-based mechanism of DD

stabilization can engender a broad range of dosable regulation 1 . Indeed, the levels of TMP-

mediated ILIRN mRNA induction using the DHFR-regulated PP7.VP64 transcription activation

domain can be controlled across orders of magnitude simply by modulating the dose of TMP

(Figure 3.11a). ASCL1 mRNA upregulation can also be controlled across a similar range by

modulating the 40HT dose in cells expressing the ER50.MS2.p65.HSF1 transcription activation

domain (Figure 3.11 b). This precise tuning of transcriptional activity demands little optimization

of dCas9, sgRNA, or transcription activation domain expression levels, simply requiring the

addition of an appropriate concentration of TMP or 40HT.
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Figure 3.11 I Destabilized domain-regulated transcriptional activation effectors achieve

highly dose-responsive endogenous gene upregulation

Cells were transfected with dSpCas9, appropriate sgRNAs, and either DHFR.PP7.VP64 (left) or

ER50.MS2.p65.HSF1 (right) targeted to ILIRN or ASCL1, respectively. Transfected cells were

treated with increasing concentrations of TMP or 40HT for 18 h prior to qPCR analysis. Error

bars represent S.D. across technical replicates (n = 4).
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3.4.5 Robust Regulation of Catalytic Cas9 Can Be Achieved with Destabilizing Domains

These data demonstrate chemogenic control of endogenous gene transcription across

several dimensions, including dose, time, and orthogonal modulation of multiple genes. Next,

we sought to engineer catalytically active Cas9 variants displaying dose and temporal control of

nuclease activity and specificity. Such systems would enable regulated and specific genome

editing. Temporal control of nuclease activity may also find use in emerging technologies,

including gene drives3 2 1. Consistent with our observations for dSpCas9.VP64 (Figure 3.1), we

found that the fusion of a DHFR or ER50 DD to either the N- or C-terminus of catalytically active

SpCas9 resulted in limited small molecule control (Figure 3.12). In contrast, fusing DHFR or

ER50 DDs to both the N- and C-termini of SpCas9 (e.g., DHFR.SpCas9.DHFR) was more

successful (Figure 3.12), providing inducible control of nuclease activity. Immunoblotting

illustrates the TMP- or 40HT-dependent increases in DHFR.SpCas9.DHFR and

ER50.SpCas9.ER50 protein levels that accompanied this activity induction (Figure 3.13).

Furthermore, we observed strongly dose-dependent control of gene editing activity for both our

DD.SpCas9.DD constructs (Figure 3.14), with basal activity similar to that previously reported

for a split SpCas9 regulated by intein self-splicing22 (Figure 3.15).
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Figure 3.12 1 Regulation of genome editing with diverse destabilizind domain SpCas9

construct architectures

Indel frequency of assorted Cas9 constructs in HEK293T cells either in the presence or absence

of stabilizing small molecules (TMP, 40HT, and CMP8). Samples were prepared by transfecting

HEK293T cells with the indicated plasmid along with EMXI(1)-targeted sgRNA and incubated for

72 h either in the presence or absence of small molecules. Both TMP and 40HT were used at 10

pM while CMP8 was used at 3 pM. Indel-frequencies were measured by next-generation

sequencing. The studies revealed that dual DD-regulated Cas9 systems provide superior

regulation of gene editing ability over the corresponding single DD-regulated analogs. Error bars

for each panel represent standard deviation from biological replicates (n = 4).
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Figure 3.13 | Western blot analysis of DD-fused SpCas9 protein levels in the absence and

presence of the stabilizing small molecules TMP or 40HT.

(a) Western blot analysis of total cell lysates obtained from HEK293T cells transfected with

DHFR.SpCas9.DHFR and incubated in the presence or absence of increasing amounts of

TMP (50-5000 nM) for 24 h or the proteasome inhibitor MG-1 32 for 12 h.

(b) Western blot analysis of nuclear extracts obtained from HEK293T cells transfected with

ER50.SpCas9.ER50 and incubated in the presence or absence of increasing amounts of

40HT (10-1000 nM) for 24 h.
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Figure 3.14 | DD-regulated Cas9 gene editing activity is highly dose-responsive

(a) Representative images of conditional control of Cas9-mediated eGFP knockout in

U2OS.eGFP-PEST cells. Cells nucleofected with DHFR.SpCas9.DHFR show a marked

decrease in eGFP signal detected with a high-content imaging microscope after treatment

with the DD-stabilizing small molecule TMP (50 nM) for 48 h. Error bars represent standard

deviation from biological replicates (n = 5).

(b) High dosability of genome editing observed in U2OS.eGFP-PEST cells

DHFR.SpCas9.DHFR or ER50.SpCas9.ER50 following treatment

concentrations of the stabilizing small molecules TMP or 40HT (0.5-1000

bars represent standard deviation from biological replicates (n = 5).

nucleofected with

with increasing

nM) for 48 h. Error
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Figure 3.15 | Assessment of small molecule-regulated Cas9 gene editing systems

Quantitation of basal and induced genome editing activities of Cas9 systems mediated by DDs or

a 40HT-sensitive self-splicing intein (S219 and C574). Measurements were performed using the

eGFP disruption assay from Figure 3.14a in U2OS.eGFP-PEST cells after 48 h of treatment with

500 nM TMP or 40HT. Error bars represent SEM from biological replicates (n = 5).
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3.4.6. Dosability of DD-Cas9 Enables Optimization of Gene Editing Targeting Efficiency

Off-target activity of Cas9 nucleases can lead to catastrophic biological events, including

chromosomal translocations 23. Controlling genome editing specificity is therefore of much

interest. Truncation of sgRNAs significantly enhances Cas9 specificity, and employing nickase

variants, a Fokl-dCas9 nuclease, or high fidelity Cas9 variants also offer improvements 23. We

anticipated that the precise regulation of Cas9 levels afforded by fusion to small molecule-

controlled DDs would allow us to titer in optimal Cas9 concentrations to maximize on-target

while minimizing off-target gene editing22,24. Indeed, we observed enhanced specificity for on-

target versus known off-target sites of VEGFA and EMX1 upon administering optimized doses

of TMP or 40HT for the DHFR.SpCas9.DHFR and the ER50.SpCas9.ER50 systems,

respectively (summary in Figure 3.16a-d, with extensive data in Table 3.1, Figure 3.17 and

Figure 3.18).

Limiting Cas9 activity to a short temporal window is another promising avenue to

enhance genome-editing specificity, and has been accomplished previously by delivering a

ribonucleoprotein complex of Cas9 and sgRNA25 . Using DD-regulated Cas9, we should be able

to further control the size of the temporal window (as demonstrated in Figure 3.5, Figure 3.6

and Figure 3.7 for DD-regulated transcription activation domains). In the context of gene

editing, this feature is illustrated by our observation that a short pulse of TMP (6 h) in

U2OS.eGFP-PEST cells co-expressing DHFR.SpCas9.DHFR and eGFP-targeting sgRNAs

resulted in significantly less eGFP knockout than a 48 h pulse over the same timecourse

(Figure 3.19). Cumulatively, these results highlight the potential of DD-regulation to control the

specificity of Cas9 gene editing tools. We note that it is straightforward to extend our modular

method to other next-generation RNA-guided endonucleases (see, for example, DD-mediated

control of SaCas9 activity20 in Figure 3.20).
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Figure 3.15 1 Assessment of targeting efficiency in small molecule-regulated Cas9 gene

editing systems

Indel frequency of assorted Cas9 constructs in HEK293T cells either in the presence or absence

of stabilizing small molecules (TMP, 40HT, and CMP8). Samples were prepared by transfecting

HEK293T cells with the indicated plasmid along with EMXI(1)-targeted sgRNA and incubated for

72 h either in the presence or absence of small molecules. Both TMP and 40HT were used at 10

pM while CMP8 was used at 3 pM. Indel-frequencies were measured by next-generation

sequencing. The studies revealed that dual DD-regulated Cas9 systems provide superior

regulation of gene editing ability over the corresponding single DD-regulated analogs. Error bars

for each panel represent standard deviation from biological replicates (n = 4).
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Figure 3.16 | On-target editing efficiency of DD-SpCas9 gene editing systems is a tunable

parameter

(a-b) TMP- and 40HT-dose-dependent control of on- and off-target activity of DD.SpCas9.DD

targeting VEGFA (a) or EMX1 (b). HEK293T cells were transfected with SpCas9,

DHFR.SpCas9.DHFR, or ER50.SpCas9.ER50 and treated with the indicated doses of vehicle,

TMP, or 40HT for 48 h prior to genomic DNA extraction and analysis of on-target and off-target

indel frequencies by next-generation sequencing. Error bars represent SEM from biological

replicates (n = 4).

(c-d) Ratiometric representation of On-target:Off-target indel frequencies of DD.SpCas9.DD for

VEGFA (c) and EMX1 (d). Error bars represent SEM from biological replicates (n = 4).
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Table 3.1 | Average indel frequency assessed by next-generation sequencing
Sample ON OT1 OT2 OT3 OT4 OT5

GFPEMXI(1) 0.16 0.14 0.12 0.08 0.03 0.10

SpCas9+EMXI(1) 41.10 18.85 11.50 1.37 0.02 0.41

DHFR.SpCas9.DHFR+EMXI(1) 2.23 0.18 0.15 0.07 0.03 0.08

+TMP50nM 11.67 1.55 0.56 0.18 0.03 0.11

+TMP 500 nM 16.33 3.15 1.23 0.22 0.04 0.15

+TMP 5000 nM 19.76 4.02 1.47 0.23 0.02 0.23

Sample ON OT1 OT2 OT3 OT4 OT5
GFP_EMXI(1) 0.17 0.20 0.16 0.12 0.05 0.13

SpCas9+EMX1(1) 43.22 20.80 12.41 1.64 0.06 0.44

ER50.SpCas9.ER50+EMXI(1) 0.56 0.31 0.15 0.08 0.02 0.20

+40HT 10 nM 0.72 0.12 0.14 0.11 0.07 0.23

+40HT 100 nM 4.02 0.18 0.18 0.07 0.06 0.20

+40HT 1000 nM 14.04 2.10 0.72 0.12 0.04 0.32

Sample ON OT1

GFPVEGFA(1) 0.16 0.14

SpCas9+ VEGFA(1) 29.78 7.83

DHFR.SpCas9.DHFR+VEGFA(1) 1.29 0.14

+TMP 50 nM 1.58 0.19
+TMP 500 nM 5.09 0.31
+TMP 5000 nM 14.00 1.28

Sample ON OT1

GFPVEGFA(1) 1.81 0.45

SpCas9+VEGFA(1) 29.25 6.38

ER50.SpCas9.ER50+VEGFA(1) 4.11 0.21

+40HT10nM 12.04 0.77

+4OHT100nM 15.43 1.18
+40HT 1000 nM 19.66 1.36
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Figure 3.17 1 Specificity of DHFR.SpCas9.DHFR gene editing system

Indel frequency plots determined by next-generation sequencing to measure off-target activities

for DHFR.SpCas9.DHFR construct targeted to the EMX1 gene. Samples were prepared by

transfecting HEK293T cells with the DHFR.SpCas9.DHFR plasmid along with EMX1(1) targeted

sgRNA and incubated for 72 h either in the presence or absence of increasing concentrations of

TMP (50-5000 nM). Error bars for each panel represent standard deviation from biological

replicates (n = 4).
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Figure 3.18 1 Specificity of ER50.SpCas9.ER50 gene editing system.

Indel frequency plots determined by next-generation sequencing to measure off-target activities

for the ER50.SpCas9.ER50 construct targeted to the EMX1 gene. Samples were prepared by

transfecting HEK293T cells with the ER50.SpCas9.ER50 plasmid along with EMX1(1) targeted

sgRNA and incubated for 72 h either in the presence or absence of increasing concentrations of

40HT (10-1000 nM). Error bars for each panel represent standard deviation from biological

replicates (n = 4).
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Figure 3.19 1 Temporal control of DHFR.SpCas9.DHFR-mediated genome editing analyze

by an eGFP disruption assay

U2OS.eGFP-PEST cells nucleofected with a plasmid expressing DHFR.SpCas9.DHFR and a

sgRNA targeting eGFP were incubated with the indicated concentrations of TMP for increasing

periods of time (6-48 h) prior to media swap to remove TMP. eGFP+ cells were counted using

automated, high-content imaging microscopy. Error bars represent SEM from biological

replicates (n = 5).
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Figure 3.20 1 Surveyor assay gels depicting induction of DD-regulated SaCas9 activity by

the small molecules TMP or 40HT

(a) Surveyor nuclease assay showing TMP dose-dependent induction of DHFR.SaCas9.DHFR-

mediated gene editing activity. HEK293T cells were transfected with SaCas9 or

DHFR.SaCas9.DHFR and sgRNA targeted to EMXI(7) and treated with the indicated doses

of vehicle or TMP for 72 h prior to genomic DNA extraction and analysis by the Surveyor

nuclease assay.

(b) Surveyor nuclease assay showing dose regulation of ER50.SaCas9.ER50 mediated gene

editing activity by the small molecule 40HT. HEK293T cells were transfected with SaCas9 or

ER50.SaCas9.ER50 targeted to EMXI(7) and treated with the indicated doses of vehicle or

40HT for 72 h prior to genomic DNA extraction and analysis by the Surveyor nuclease assay.
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3.5 Concluding Remarks

In summary, chemogenic control of Cas9 endowed by DD fusion enables robust control

of genome-interrogating activities across multiple dimensions, including dose, time, gene

targets, and specificity. The small molecules employed are inexpensive, non-toxic, display

favorable pharmacologic properties, and TMP is blood brain barrier-permeable. Our

methodology is easily transportable to other cells and to complex organismsf, enabling not just

biomedical applications but also control of CRISPR-gene drives. Finally, our modular approach

should prove readily extensible to emerging, next-generation RNA-guided endonucleases.

In the context of studying proteostasis networks and other complex gene networks, we

envision that transcriptional interrogation will prove to be an invaluable tool. While in vitro data

suggests that stoichiometric balance between components dictates activity of chaperones and

other proteostasis network components, it is unclear what role stoichiometric balance alterations

of proteostasis network components play in living systems. This lack of clarity is a result of a

lack of methods to control the expression levels of components in a robust and scalable

manner. Since the DD-regulated dCas9 transcriptional control system is tunable and capable of

targeting one or many genes in an orthogonal manner, we can foresee that this method will

open doors to the study of proteostasis networks and many other complex biological processes

in live cells.
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3.6 Methods

3.6.1 Reagents and plasmids

Trimethoprim was purchased from Alfa Aesar (J63053, >98% purity, validated by LC-MS and

stabilization of a fluorescent positive control construct DHFR.YFP). (Z)-4-Hydroxytamoxifen was

purchased from Sigma Aldrich (H7904, >98% purity, validated by LC-MS and stabilization of a

fluorescent positive control construct ER50.YFP). Lipofectamine 2000 (Life Technologies) was

used as a transfecting agent according to the manufacturer's protocol. Plasmid sequences for

DD-fused Cas9 and transcription activation domain constructs are available upon request.

3.6.2 Cell culture

All cells were cultured at 37 0C in a 5% CO2 atmosphere. HEK293T cells (Life Technologies)

used in transcriptional activation experiments were cultured in Dulbecco's modified Eagle's

medium (CellGro) supplemented with 10% fetal bovine serum (CellGro) and 1%

penicillin/streptomycin/glutamine (CelIGro). HEK293T cells used in surveyor assays and

nuclease specificity experiments and U20S.eGFP-PEST cells 26 stably integrated with an eGFP-

PEST fusion gene were maintained in Dulbecco's modified Eagle's medium (Life Technologies)

supplemented with 10% FBS, 1x penicillin/streptomycin/glutamax (Life Technologies) and 400

pg/mL of the selection antibiotic G418 (for the U20S.eGFP-PEST cells). Cells were

continuously maintained at <90% confluency.

3.6.3 Transcription activation experiments and quantitative RT-PCR analyses

Transient transfections of HEK293T cells (750,000 cells, 6-well format) were performed with an

equivalent mass of each plasmid (dCas9, destabilized domain effector, and sgRNA) for a total

mass of 5 pg of plasmid DNA. 24 h post-transfection, cells were treated with the appropriate

dose of DD-stabilizing small molecule(s), as indicated, for 18 h prior to harvest and subsequent

RNA extraction using the EZNA Total RNA Kit I (Omega). For reversibility experiments, cells

were treated 24 h post-transfection with 100 nM TMP for 18 h, at which point cells were treated
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with fresh media either containing 100 nM TMP or lacking TMP. Post-media swap, cells were

incubated for the indicated times in fresh media prior to harvest and subsequent RNA extraction

using the EZNA Total RNA Kit I (Omega). qPCR reactions were performed on cDNA prepared

from 1000 ng of total cellular RNA using the High-Capacity cDNA Reverse Transcription Kit

(Applied Biosystems). TaqMan qPCR probes (Life Technologies, Table 3.2) or other primers

(Table 3.3) and Fast Advanced Master Mix (Life Technologies) were used in 5 pl multiplexed

reactions and 384-well format in a Light Cycler 480 11 Real-Time PCR machine. All

measurements were performed at least in triplicate. Data were analyzed using the LightCycler@

480 Software, Version 1.5 (Roche) by the AACt method: target gene Ct values (FAM dye) were

normalized to GAPDH Ct values (VIC dye), and fold-changes in target gene expression were

normalized to RFP-transfected experimental controls. Analyzed data are reported as the mean

95% confidence interval.

3.6.4 Next-generation sequencing of Cas9-mediated genome modifications

HEK293T cells (130,000 cells, 24-well plate) were transiently transfected with 400 ng of the

indicated Cas9 plasmid and 100 ng of the EMXI(1) sgRNA expression plasmid in the presence

or absence of TMP or 40HT, as appropriate 27. Transfection of an eGFP-encoding plasmid was

used as a control. Genomic DNA was extracted 72 h post-transfection using the QuickExtractTM

DNA extraction kit (Epicentre) by incubating the cell suspension at 65 0C for 15 min, 68 0C for

15 min, and 98 0C for 10 min. Next-generation sequencing samples were prepared via two-step

PCR (see Table 3.4) following a previously reported protocol28. In the first step, PCR was

performed to amplify the target gene of interest and introduce adapters. In the second step,

PCR was used to attach Illumina P5 adapters with barcodes, after which PCR products were

isolated via gel purification. DNA concentrations were determined using the Qubit® dsDNA HS

Assay Kit (Life Technologies) and processed for NGS analysis using the MiSeq Reagent Kit v2

300 (Illumina) according to the manufacturer's protocol.
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3.6.5 Analysis of Cas9 nuclease activity via disruption of genomic eGFP-PEST

Approximately 200,000 U20S.eGFP-PEST cells were nucleofected in duplicate with 500 ng of

Cas9 and sgRNA expressing plasmids along with a Td-tomato-encoding plasmid using the SE

Cell Line 4D-NucleofectorTM X Kit (Lonza) according to the manufacturer's protocol.

Approximately 30,000 transfected cells/well in 5 replicates were plated in a 96-well plate

(Corning@ 3904 clear bottom) and incubated with the indicated quantities of TMP or 40HT. for

48 h. Cells were fixed using 4% paraformaldehyde and HCS NuclearMask TM Blue Stain (Life

Technologies) was used as the nuclear counter-staining agent. Imaging was performed with an

IXM 137204 ImageXpress Automated High Content Microscope (Molecular Devices) at 4x

magnification under three excitation channels (blue, green and red) with 9 acquisiton sites per

well. Images were analyzed in the MetaXpress software and data were plotted using GraphPad

Prism 6.

3.6.6 Western blot analyses

Cells transiently expressing the indicated constructs were incubated either in the absence or

presence of stabilizing small molecules (TMP or 40HT) for 24 h or with the proteasome inhibitor

MG-1 32 for 12 h, prior to harvesting. Cell suspensions were spun down at 1000 x g for 5 min

and processed following one of two different protocols: (Protocol 1 - Total Cell Lysis) Cells were

resuspended in RIPA buffer (150 mM sodium chloride, 1.0% Triton X-100, 0.5% sodium

deoxycholate, 0.1% sodium dodecyl sulfate, and 50 mM Tris, pH 7.5) and incubated at 4 *C for

10 min. The cell suspensions were then vortexed for 10 min at 4 0C followed by spinning down

at 16,000 x g for 15 min at 4 *C. The supernatant was transferred to a fresh tube and processed

for immunoblotting. (Protocol 2 - Nuclear Extraction) Cell pellets were resuspended in Buffer A

(10 mM HEPES pH 7.5, 50 mM NaCl, 0.5 M sucrose, 0.1 mM EDTA, 0.5% Triton X100, and

protease inhibitors) and incubated on ice for 10 min. Cell suspensions were centrifuged at 1000

x g for 5 min at 4 *C and the post-nuclear supernatant was transferred to a separate tube. Cell
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pellets were washed once with Buffer A followed by Buffer B (10 mM HEPES pH 7.5, 10 mM

KCl, 0.1 mM EDTA, and 0.1 mM EGTA). Finally, the cell pellets were resuspended in Buffer C

(10 mM HEPES pH 7.5, 500 mM NaCl, 0.1 mM EDTA, 0.1 mM EGTA, 0.1% IGEPAL (NP40),

and protease inhibitors) and vortexed for 15 min at 4 0C. The cell suspensions were centrifuged

at 16,000 x g at 4 0C. The resulting nuclear extract in the supernatant was transferred to a fresh

tube and processed for immunoblotting. In a typical immunoblotting protocol, 40 jig of

normalized proteins were resuspended in the appropriate lysis buffer and electrophoresed on an

8% Bis/Tris gel with SDS-Tris running buffer. The protein bands were transferred to a

nitrocellulose membrane and probed with ca-HSF1(c) (Abcam; ab52757; 1:100,000), X-Cas9

(Abcam; ab191468; 1:1,000), a-actin as a loading control for total cell lysates (Sigma; a1978;

1:10,000), and/or ct-H3K27me2 as a loading control for nuclear extracts (Cell Signaling

Technologies; 9728; 1:1,000). Following blocking and incubation with primary antibodies,

membranes were incubated with 680 or 800 nm fluorophore-labeled secondary antibodies (Li-

COR Biosciences; 1:10,000) prior to detection using a LI-COR Biosciences Odyssey Imager.

Images were processed in Image Studio Lite version 3.1.4 from LI-COR Biosciences.

3.6.7 Surveyor nuclease assay

The small molecule-mediated control of the DHFR.SaCas9.DHFR and ER50.SaCas9.ER50

gene editing systems were investigated by the SURVEYOR nuclease assay29. Briefly, HEK293T

cells (130,000 cells/well in a 24-well plate) were transiently transfected with 150 ng of either

SaCas9 or DD.SaCas9.DD constructs (DHFR.SaCas9.DHFR or ER50.SaCas9.ER50) along

with an EXM1(7)-targeting sgRNA-expressing plasmid. The cells were incubated with or without

appropriate DD-stabilizing small molecules (TMP: 0, 50, 500, or 5000 nM; 40HT: 0, 10, 100, or

1000 nM) for 72 h post-transfection at 37 *C. Following cell harvesting, the genomic DNA was

isolated using the QuickExtract TM DNA extraction kit (Epicentre). Genomic DNA was then

subjected to PCR using primers corresponding to 157 bp in the EMXI(7) gene segment (Table
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3.5) and the amplicons were purified by the QiAQuick PCR purification kit. The isolated

amplicons were normalized and subjected to a quick-annealing protocol (ramp 0.03 0C/s),

following which they were incubated with Surveyor nuclease S (Surveyor Mutation Detection

Kits, IDT) at 42 0C for 1 h. The samples were analyzed by running on a TBE gel and the

cleavage bands were visualized by staining with SYBR Gold. Indel frequencies were calculated

using the equation "indel frequency = 100*(1-sqrt(1-((b+c)/(a+b+c))))", where a is the intensity of

undigested PCR band and b and c are the intensities of the cleaved bands.
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Table 3.2 | TaqMan@ probes used for qPCR assays
Gene ID
ASCL1 Hs00269932_ml
ILIRN Hs00893626_ml
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Table 3.3 | Primers used for SYBR Universal Master
Gene Forward Primer

RPLP2 (housekeeping) CGTCGCCTCCTACCTGCT

NANOG GATTTGTGGGCCTGAAGAAA

Mix qPCR assays
Reverse Primer

CCATTCAGCTCACTGATAACCTTG

CAGATCCATGGAGGAAGGAA
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Table 3.4 | Primers used to generate amplicons for next-generation sequencing

5'-Sequence-3'
Gene Name Forward Primers Reverse Primers

Target PAM

EMX1(1) GAGTCCGAGCAGAAGAAGAA GGG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
CAAAGTACAAACGGCAGAAGC GTTGCCCACCCTAGTCATTG

OT1 GAGTEGAGCAGAAGAAGAA AGG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
TTCTGAGGGCTGCTACCTGT GCCCAATCATTGATGC1T T

0T2 GAGTCAGCAGAAGAAGAA GIG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
i TAG CACGGCCTTTGCAAATAGAG GGCTTTCACAAGGATGCAGT

OT3 GAGTCCEGCAGGAGAAGAA GIG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
CCAGACTCAGTAAAGCCTGGA TGGCCCCAGTCTCTCTTCTA
CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc

OT4 MAGTCEGAGCAAAGAAGAA TGG GTTCTGACATTCCTCCTGAGGG TGGCTTACATATTrATTAGATAAAATGTATTCC
A

OT5 GAGGCCGAGCAGAAGAAIGA CGG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
TGGGAGAGAGACCCCTTCTT TCCTGCTCTCACTTAGACTTTCTC

VEGFA1) GGTGAGTGAGTGTGTGCGTG TGG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
GCGTCTTCGAGAGTGAGGAC GGGGAGAGGGACACACAGAT

OT1 GETGAGTGAGTGTITGCGTG TGG CCATCTCATCCCTGCGTGTCTCc CCATCTCATCCCTGCGTGTCTCc
GCCCATTTCTCCTTTGAGGT AGCCACAGAGGTGGAGACTG
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Table 3.5 | Primers used to generate amplicons for Surveyor nuclease assay

Gene 5'-Se uen
Gene Target

EMX1(7) GGCCTCCCCAA
AGCCTGGCCA

ce-3AM Forward Primer Reverse Primer

GGGAGT CCATCTCATCCCTGCGTGTCT CCTCTCTATGGGCAGTCGGTGAT
CCAACCCACGAGGGCAGAGT GGAGGAGAAGGCCAAGTGGTC
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Chapter 4: A Processive Protein Chimera Introduces Mutations

Across Defined DNA Regions in vivo

This chapter is adapted from the following manuscript:
Moore, C.L.,1 Papa 111, L.J.,1 Shoulders, M.D. in submission
'These authors contributed equally to this work and are listed in alphabetical order.
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4.2 Abstract

Laboratory-timescale evolution relies on the generation of large, mutationally diverse

libraries to rapidly explore biomolecule sequence landscapes. Although numerous in vitro

mutagenesis techniques are available, in vivo mutagenesis is limited1 . Global mutagenesis

methods are capable of increasing mutation rates in vivo, but unfortunately introduce extensive

lethal mutations that constrain library size2 . Moreover, when off-target mutations appear in

genes that allow the organism to circumvent or "cheat" a selection, DNA libraries become

contaminated with problematic, uninteresting false positives24. Here, we report the development

and application of the MutaT7 chimera, a potent and highly targeted mutagenesis system. The

MutaT7 system utilizes a DNA-damaging cytidine deaminase fused to a processive RNA

polymerase to continuously direct mutations to specific, well-defined DNA regions of any

relevant length. MutaT7 thus provides, for the first time, a mechanism for in vivo targeted

mutagenesis across multi-kb DNA sequences. MutaT7 can be utilized in a broad range of

organisms, opening the door to new types of evolution experiments.
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4.3 Introduction to Targeted Mutagenesis in vivo

Traditional in vivo mutagenesis strategies, which are especially important for studying

and using evolution in living systems, rely on exposing organisms to exogenous mutagens (e.g.,

high energy light or chemicals 5 6) or expressing mutagenic enzymes (e.g., XL1-Red 7 or the MP6

plasmid 2). These global mutagenesis strategies can yield high mutation rates and diverse

genetic landscapes. However, the extensive occurrence of mutations throughout the genome is

problematic in many contexts, especially in directed evolution experiments. For example, off-

target mutations outside the intended DNA region are often toxic when they occur in the many

essential portions of the genome (Figure 4.2) 8,9, a problem that can severely limit library size

and lead to rapid silencing of mutagenic plasmids. Moreover, global mutagens also introduce

"parasite" variants into DNA libraries, which originate from undesired mutations outside the gene

of interest that allow an organism to circumvent selection schemes (Figure 4.3)4. More refined

implementations of chemical mutagens have illustrated the experimental benefits of limiting off-

target mutations, but such methods are laborious, require extensive engineering, and present

significant health hazards10 .

Targeted in vivo mutagenesis strategies have the potential to overcome these

deficiencies. For example, DNA-damaging enzymes fused to deactivated Cas9 nucleases can

edit bases at specific genetic loci while minimizing off-target mutations 11-14 . Cas9-based

approaches hold potential, but unfortunately require significant engineering to tile mutagenic

enzymes throughout a target DNA that may be several kb in length or even longer15 16

Moreover, this engineering likely needs to be repeated after each successive round of evolution

introduces new mutations in the target DNA.

We rationalized that a processive DNA-traversing biomolecule tethered to a DNA-editing

enzyme could provide a general solution to the problem of directing mutations across defined

DNA regions. Monomeric RNA polymerases possess inherently high promoter specificity 17 and

high processivity during transcription 18. Cytidine deaminases are potent DNA-damaging
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enzymes that can act on ssDNA substrates during transcription1 ,19. We envisioned that

merging the unique features of these two enzyme classes by creating a chimeric "MutaT7"

protein consisting of a cytidine deaminase (rApol) fused to T7 RNA polymerase (T7-pol) would

allow us to target mutations to any DNA region lying downstream of a T7 promoter (Figure 4.4).
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on-target mutation = *
off-target mutation = x

target gene
DNA

untargeted mutagen

A A
global mutagenesis

targeted mutagen

targeted mutagenesis

Figure 4.1 | Comparison of global and targeted mutagenesis

Schematic highlighting differences between global versus targeted mutagenesis and the

associated outcomes
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on-target mutation = *
off-target mutation = X

target essential

DNA gene gene

4, 1
global mutagenesis (low)

propagation

low diversity,
high viability

global mutagenesis (high)

propagation

high diversity,
low viability

targeted mutagenesis (low)

propagation

low diversity,
high viability

targeted mutagenesis (high)

propagation

high diversity,
high viability

VIABILITY

increasing mutagenesis reduces viability prior to selection

VIABILITY

increasing mutagenesis only increases diversity prior to selection

Figure 4.2 1 Global mutagenesis causes deleterious mutations in essential genes

Diagram illustrating how global mutagenesis reduces viability by indiscriminately introducing

mutations across an organism's entire genome. As global mutagens incorporate mutations in

target genes and other genes such as essential genes, attempts to increase the global

mutagenesis rate and thus library diversity lead to decreased cell viability. Targeted

mutagenesis allows for a high mutagenesis rate that does not decrease cell viability by

minimizing off-target mutations in essential genes.

143



positive on-target mutation = *

positive off-target mutation = X
target cheating

DNA gene gene

global mutagenesis (low)

selection

few false positives,
few true positives

global mutagenesis (high)

selection

many false positives,
many true positives

targeted mutagenesis (low)

selection

few true positives

targeted mutagenesis (high)

selection

many true positives

FALSE P0SITVES

increasing mutagenesis increases false and true positives increasing mutagenesis only increases true positives

Figure 4.3 | Off-target mutations promotes cheating of selection

Schematic showing how global mutagenesis incorporates off-target mutations in genes that

allow an organism to cheat a phenotypic selection. In an evolution experiment, this will cause a

certain rate of false positives. Targeted mutagenesis minimizes these false positives by

preventing off-target mutations in genes that allow the organism to cheat the selection.
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MutaT7 dC deamination = *
rApol NH 2  0

H20 NH3CNH

ale 
NIO 

N0

dC dU

terminators
T7 promot

recognition -in-:

initiation

elongation

termination

Figure 4.4 | MutaT7: an approach that incorporates mutations throughout target DNA

Diagram (above) of the MutaT7 construct, which consists of a cytidine deaminase fused to T7

polymerase. A schematic (below) demonstrates the processive cycle through which targeted

mutagenesis is achieved in a target region of DNA.
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4.4 Results

4.4.1 Muta T7 Mutagenizes DNA Between the T7 Promoter and a Termination Element

To begin, we fused rApol to the N-terminus of T7-pol, because the carboxy group of the

T7-pol C-terminus is implicated in catalysis during the elongation phase 20. To maintain a stable

and low expression level, we used seamless recombineering to integrate the MutaT7 gene

under control of a weak promoter into the genome of E. coli lacking uracil DNA glycosylase

(Aung) (Figure 4.5, Supplementary Table 4.1). We next assayed for targeted mutagenesis

using a codon reversion assay based on bacteria artificial chromosome reporter plasmids either

having or lacking a T7 promoter sequence upstream of silent drug resistance genes with ACG

triplets in place of their ATG start codons (Figures 4.6 - 4.10). The kanamycin resistance gene

KanR was placed immediately downstream of the T7 promoter. In this assay, successful C->T

mutagenesis at the start codon yields kanamycin-resistant colonies. Global mutagens such as

the MP6 plasmid yielded high levels of Kan-resistant colonies regardless of the presence or

absence of a T7 promoter, consistent with a lack of targeting (Figure 4.10, orange solid bars).

In contrast, in MutaT7 strains significant kanamycin resistance was only observed using reporter

plasmids having a T7 promoter upstream of the KanR gene, a result consistent with successful

targeted mutagenesis. Importantly, expression of a catalytically dead version of MutaT7

(drApol-T7) lacking a critical residue for cytidine deaminase activity21 yielded kanamycin

resistance frequencies similar to background levels, indicating that T7 activity was not

responsible for increased kanamycin resistance (Figure 4.10, red solid bars).

T7 promoter-dependent KanR mutagenesis by MutaT7 shows that mutagenesis can be

targeted to a desired DNA region near a T7 promoter. Because T7 polymerase is highly

processive, we anticipated mutations would also be introduced further downstream of the T7

promoter. The presence in our reporter plasmid of a tetracycline-resistance (TetR) gene with an

inactive, ACG start codon separated from the KanR gene by an -1.6 kbp spacer DNA sequence

(Figure 4.6) provided a mechanism to assay for such processivity. We observed high levels of
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MutaT7-dependent tetracycline resistance only in reporter strains having the T7 promoter,

consistent with targeted and processive introduction of mutations across a lengthy, multi-kb

DNA region (Figure 4.10, red striped bars). Once again, global mutagens generated

tetracycline-resistant colonies at a high frequency in all reporter plasmids (Figure 4.10, orange

striped bars).

Targeted mutagenesis using the processive MutaT7 chimera requires not just

recruitment to a DNA locus, but also termination upon reaching the end of the DNA region of

interest. To address termination, we used KanRITetR reporter plasmids in which we replaced the

DNA spacer with one or more T7 terminators, and then assayed for both kanamycin and

tetracycline resistance (Figure 4.6). We found that four copies of the T7 terminator were

sufficient to prevent mutagenesis beyond the DNA of interest (Figure 4.11). Using the T7

terminator array, we observed tetracycline resistance for MutaT7 strains similar to background

levels, while kanamycin resistance remained high (Figure 4.10 and Figure 4.11). Global

mutagens again induced high levels of kanamycin- and tetracycline-resistance, regardless of

the presence of a T7 terminator array (Figure 4.10; see also Supplementary Tables 4.2a-c).
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a
PAllaco-1:

AAAGAGTGTTGACTTGTGAGCGGATAACAATGATACTTAGATTCAATTGTGAGCGGATAACAATTTCACACA

-35 lacO -10 lacO

BBa_J23114:

TTTATGGCTAGCTCAGTCCTAGGTACAATGCTAGC

-35 -10

PAllacO-Tenth:

AAAGAGTGTTTATTTGTGAGCGGATAACAATTACAATTAGATTCAATTGTGAGCGGATAACAATTTCACACA
-35 lacO -10 lacO

b
PlacI

GACACCATCGAATGGCGCAAAACCTTTCGCGGTATGGCATGATA-GCGCCCGGAAGAGAGTCAATTCAGGGTGGTGA
-35 -10

Ptac
TTGACAATTAATCATCGGCTCG-TATAATG

-35 -10

PlacI(>Ptac
GACACCATCGAATGTTGACAATTAATCATCGGCTCG-TATAATGAGCGCCCGGAAGAGAGTCAATTCAGGGTGGTGA

-35 -10

Figure 4.5 | Promoter design to reduce expression of mutaT7

a) The PAlIacO-1 promoter has been engineered to have minimal leaky expression when repressed

with laCd 2 2 . The lac operators are shown in blue and the C70 binding sites are shown in red.

The BBaJ23114 promoter from the Anderson Collection 23 has been shown to have about a

tenth of the strength of the C70 consensus binding sites. With the intention of obtaining a weak,

strongly repressed promoter, the C70 binding sites of BBa_ J23114 were cloned onto PA11acO-1

to yield PA1lacO-Tenth (changes shown in green).

b) In order to increase the expression of lac from the DH10B genome, the endogenous Piaci

promoter was replaced with the strong, constitutive Ptac promoter 24 . The a 70 binding sites are

shown in red.
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filler or

ACG ACG

JMO KanR -spacer 7 TeR -

dC deamination

AUG AUG

dU replication

ATG ATG

Kan R -spacer-

kanamycin
resistance

(200 pg/mL)

tetracycline
resistance
(20 pg/mL)

Figure 4.6 1 Design of reporter constructs in start codon reversion drug resistance assay

Schematic of a drug resistance start codon reversion reporter assay for measuring extent of

mutagenesis at specific DNA loci. The first gene (KanR) reports on-target mutagenesis, while the

second gene (TetR) reports off-target mutagenesis downstream of a stretch of filler DNA or a

terminator array that halts MutaT7.

149



Pick single colonies
triplicate and grow

for 24 h

Streak from glycerol s tock *Pellet 1 mL aliquot
*Resuspend in LB
*Plate at appropriate
dilutions on LB +

Afta. AR h ,J ~ro~ m+ '47 Itetrazolium choride +
After 8 h ofrowth t 37 *

image and count plates
using OpenCFU

Figure 4.7 | Drug resistance mutation assay workflow

The mutation assay workflow is shown. Glycerol stocks of each sample were streaked on LB agar

with appropriate antibiotics and grown at 37 *C for 24 h to obtain clones. Single colonies were

picked in triplicate and grown in LB with appropriate antibiotics and inducers of mutagenesis at

37 *C for 24 h to accumulate mutations. 1 mL aliquots of each culture were pelleted and

resuspended in LB to remove antibiotics and inducers. The resuspension was plated at various

dilutions on plates with various antibiotics to analyze the mutation rates and cell viability. The

plates also contained a metabolic dye, tetrazolium chloride, for contrast during imaging. After

incubating at 37 0C for 48 h, the plates were imaged on a document scanner at 400 dots per inch

and colonies were counted using the OpenCFU (3.9.0) software.
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ACG ACG

Reporter Plasmid KanR 0 0R -.

DH10B + Reporter Plasmid

ALK

MutaT7 + Reporter Plasmid - A -- --.

Kanamycin 150 pg/mL Kanamycin 200 pg/mL Tetracycline 20 pg/ml

Figure 4.8 I Optimizing antibiotic concentrations for mutation assays

At concentrations of less than 200 ptg/mL, small colonies (black arrows) appeared on LB +

kanamycin + tetrazolium chloride plates with DH10B carrying the reporter plasmid. The small

colonies theoretically may have been present owing to a very low level of expression of the

kanamycin resistance gene through translation initiation from the ACG start codon 26 . On plates

with 200 ptg/mL kanamycin, the small colonies on the DH1OB plate did not appear even after 48

h. The number of colonies on plates of MutaT7 cells (Supplementary Table 4.1) with the reporter

plasmid were similar between plates with 150 pg/mL and 200 pg/mL kanamycin. At a

concentration of 20 pg/mL tetracycline, no colonies appeared on LB + tetracycline + tetrazolium

chloride plates with DH10B carrying the reporter plasmid, while many colonies appeared with

MutaT7 carrying the reporter plasmid.
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1.OE-3 - 0 drApol-Kanamycin
m Aung-Kanamycin

0 E -j1.OE4 - drApol-Tetracycline
. LL %%% Aung-Tetracycline

*# LU~OE-5

cr .OE=4- r

a 1.OE-7

No T7 promoter + filler DNA T7 promoter+ filler DNA T7 promoter + terminator array

Figure 4.9 | Drug resistance assay data for negative control samples

Kanamycin and tetracycline resistance frequency data for Aung and drApol negative control

strains (Supplementary Table 4.1) with various reporter plasmids suggest that neither strain

mutagenizes the reporter plasmid appreciably. Experiment performed as in Figure Id with the

indicated strains. Values represent mean of independent experiments (n = 3); error bars

represent s.e.m.
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filler or

ACG ACG

K spacer TetR -

kanamycin: - drApol-T7 M rApol - MutaT7 - MP6

tetracycline: E drApol-T7 2 rApol E22 MutaT7 EZ2 MP6

p = 0.8

**

II III
p = 0.3

**

I

**.

P=0.9ii 1
no yes yes no yes yes

filler filler
xI10 filler filler HJL x10

Figure 4.10 | Codon reversion assays demonstrate targeted mutagenesis for mutaT7

Codon reversion reporter assay data for different combinations of mutagen and reporter

plasmids. Mutagens include deactivated rApol fused to T7 RNA polymerase (drApol-T7,

negative control), unfused rApol (rApol), targeted mutagen (MutaT7), and global mutagen

(MP6). Kanamycin and tetracycline resistance frequencies are represented by solid and striped

bars, respectively. Values represent mean of independent experiments (n = 3); error bars

represent s.e.m.; statistical significance was evaluated by a Student's t-test; *p < 0.05, **p <

0.01 and ***p < 0.001; notable non-significant p-values also shown.
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upstream (

fff downstrea

.... . .....................- ------............----------------r e s i s t a n cean c
background

- rate

KanR)

n (TetR)

0 1 2 3 4 5 10

number of terminators in array

Figure 4.111 Multiple T7 terminators prevent downstream mutations

After growing the reporter plasmid in the MutaT7 strain for 24 h, the frequency of kanamycin

resistant mutant colonies was relatively constant regardless of the number of terminators between

the kanamycin and tetracycline resistance genes. The frequency of tetracycline resistant colonies

decreased as more T7 terminators were introduced. After four T7 terminators were added, the

tetracycline resistance frequency was restored to background levels (as evaluated using a

drApol-T7 strain as a negative control. Values represent mean of independent experiments

(n = 3); error bars represent s.e.m.;
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4.4.2 Off-target Mutagenesis of Genomic DNA is Minimal with MutaT7

To further assess whether our MutaT7 chimera induces mutagenesis specifically on the

target DNA region of interest, we evaluated the emergence of bacterial colonies resistant to

rifampicin 27 and fosfomycin28. Because resistance to these two drugs can emerge by diverse

genomic mutations, the appearance of resistant colonies correlates with off-target mutation

rates in the genome2 27, and these changes are analogous to the emergence of cheating

parasites in directed evolution schemes. Growth of E. coli on either rifampicin- or fosfomycin-

treated plates revealed that MutaT7-expressing samples displayed drug resistance frequencies

comparable to background levels, as opposed to the high frequencies of antibiotic resistance

which appeared in all global mutagenesis samples (Figures 4.12-4.14).

An important theoretical advantage of targeted mutagenesis is the ability to attain much

larger viable library sizes by avoiding off-target, toxic mutations in essential genes outside the

DNA region of interest. Based on the apparently low off-target mutagenesis rate of MutaT7, we

hypothesized that E. coli carrying MutaT7 would have significantly higher viability than bacteria

treated with global mutagens. Indeed, consistent with prior work2 , we observed very low viability

in all populations treated with global mutagens. In contrast, populations expressing MutaT7

possessed viability similar to untreated cells (Figures 4.15 and 4.16). We also found that the

total number of kanamycin-resistant colonies was similar between MutaT7 and globally

mutagenized samples (Figure 4.17) despite the relatively lower mutagenesis rate of the mutaT7

construct compared to MP6 (previously, Figure 4.6), highlighting the beneficial effect that

minimizing off-target mutations has on library size for in vivo evolution schemes.
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Figure 4.12 | MutaT7 confers few off-target mutations, resulting in low rifampicin

resistance frequency

Extent of off-target mutagenesis assessed by rifampicin resistance assay for populations used

in Figure 4.10 carrying the reporter plasmid with terminator array. Data are shown for different

mutagenic constructs (solid bars) or chemical mutagen ethyl methanesulfonate (EMS) treatment

(candy-stripe bar). Values represent mean of independent experiments (n = 3); error bars

represent s.e.m.; statistical significance was evaluated by a Student's t-test; *p < 0.05, **p <

0.01 and ***p < 0.001; notable non-significant p-values also shown.
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Figure 4.13 1 Rifampicin resistance frequency is minimal for negative control samples

Rifampicin resistance frequency data for Aung and drApol negative control strains with various

reporter plasmids suggest that neither strain mutagenizes the E coli genome appreciably.

Experiment performed as in Figure le with the indicated strains. Values represent mean of

independent experiments (n = 3); error bars represent s.e.m.
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Figure 4.14 | MutaT7 confers few off-target mutations, resulting in low resistance

frequency to fosfomycin treatment.

Fosfomycin resistance frequency data show a high mutagenesis rate only in the presence of

MP6, suggesting that neither MutaT7 nor the negative controls mutagenize the E. coli genome

appreciably. Experiment performed as in Figure 4.12 except cells were plated on LB agar with

100 tg/mL fosfomycin and 50 ptg/mL tetrazolium chloride. Values represent mean of

independent experiments (n = 3); error bars represent s.e.m.
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Figure 4.15 1 Off-target mutations from global mutagens reduce viability

Viability data for populations of cells in Figure 4.10 for different mutagenic constructs (solid bars)

or EMS treatment (striped bar). Values represent mean of independent experiments (n = 3);

error bars represent s.e.m.; statistical significance was evaluated by a Student's t-test; *p <

0.05, **p < 0.01 and ***p < 0.001; notable non-significant p-values also shown.
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Figure 4.16 1 Viability of strains with reporter plasmids is high without any treatment

Ampicillin resistance frequency data suggest that neither the Aung nor drApol negative control

strains suffer from low cell viability. Experiment performed as in Figure 4.15 with the indicated

strains. Values represent mean of independent experiments (n = 3); error bars represent s.e.m.
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Figure 4.17 1 Library size from MutaT7 mutagenesis is comparable to global mutagenesis

Total number of kanamycin resistant colonies for populations in Figure Id, illustrating the

effective library size for each sample. Values represent mean of independent experiments (n =

3); error bars represent s.e.m.

161



4.4.3 Sequencing Reveals MutaT7 Increases Mutation Rates at Multiple Loci in Target DNA

Start codon reversion and drug resistance assays revealed that MutaT7 targets

mutations specifically to genes downstream of a T7 promoter, and that the scope of

mutagenesis can be constrained by a terminator array. We next turned to DNA sequencing to

better understand the processivity of mutagenesis and the extent of on-target versus off-target

mutagenesis. We allowed an E. coli population expressing MutaT7 and our episomally

expressed KanR/TetR reporter plasmid to drift in the absence of selection pressure for 15 days,

and then we isolated episomal DNA from bacterial colonies extracted from the population

(Figure 4.18). Sanger sequencing of the target region of the episomal DNA revealed that

mutations appeared at multiple sites across the entire span of the KanR target gene,

independent of selection pressure (Figure 4.19). We further tested for processive mutagenic

activity in a separate experiment by sequencing streptomycin-resistant variants of an initially

sensitive allele of rpsL downstream of a T7 promoter on a reporter plasmid isolated from a

MutaT7-expressing strain of E. coli (Figure 4.20). Sanger sequencing of isolates again revealed

that multiple mutations appeared throughout the targeted rpsL gene following propagation in the

MutaT7 strain (Figure 4.21).

Next, we employed Illumina sequencing to identify mutations anywhere in the episomal

reporter DNA sequence obtained from 36 clones drawn from the same E. coli population used in

Figure 4.18. This experiment assesses on- versus off-target mutagenesis across a -10 kb

stretch of DNA containing only -1 kb of intended target DNA. We used the same strategy to

assess mutagenesis in a control E. coli population not treated with any mutagen, and a

population subjected to global mutagenesis. We observed that clones drawn from MutaT7

samples displayed many mutations throughout the episome when the terminator array was

removed but the T7 promoter was maintained (Figure 4.22). Treatment with the MP6 global

mutagen also led to mutations across the entire episome. In contrast, mutations in MutaT7

samples appeared almost exclusively within the KanR target gene when both a promoter and
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terminator array were present, even after 15 days of continuous culturing (Figure 4.18). Upon

normalizing on- and off-target mutation rates, we observed that the few off-target mutations

found on plasmids with a terminator from MutaT7 strains were present only to the same extent

as in the control sample not treated with any mutagen (Figure 4.23, red striped bars).

Quantitation of the on-target to off-target mutation ratios confirmed that MutaT7 produced by far

the highest ratio of on-target mutations (Figure 4.24).
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Figure 4.18 | Experimental design to measure mutations throughout episomal DNA

Diagram of reporter construct and continuous culture experiment to assess mutation

accumulation under drift conditions. Reporter episomal DNA is carried during continuous culture

for 15 days without selection pressure. After cloning, episomal DNA is isolated for further

assessment of mutations.
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Figure 4.19 1 MutaT7 mutates target DNA at multiple loci during continuous culturing

Schematic and representation of mutations observed by Sanger sequencing 96 clones in the

indicated cell populations following 15 d of continuous growth in the absence of selection

pressure.
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Figure 4.20 1 MutaT7 introduced mutations throughout the rpsL gene

Schematic of streptomycin resistance counter-selection assay, which is designed to enrich for

mutations that nullify streptomycin sensitivity. Such sensitivity is initially conferred by a

streptomycin-sensitive allele of rpsL downstream of a T7 promoter on a reporter plasmid.
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Figure 4.21 1 MutaT7 introduced mutations throughout the rpsL gene

The position of various mutations throughout the T7 promoter + rpsL reporter plasmid according

to the Sanger sequencing data of 48 streptomycin resistant mutants from the MP6 strain and 42

streptomycin resistant mutants from the MutaT7 strain.
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Figure 4.22 1 Terminator array reduces off-target episomal mutations caused by MutaT7

Visual representation of on-target (green oval) and off-target (red x) mutations identified by

sequencing episomes propagated in the presence of targeted (MutaT7) and global (MP6)

mutagens.
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Figure 4.23 1 Assessment of normalized on-target and off-target frequencies

Normalized mutation frequency (number of mutations observed divided by number of kb of DNA

sequenced in associated regions) of mutations visualized in Figure 4.22.
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Figure 4.24| MutaT7 preferentially mutates DNA between T7 promoter and terminator

On-target to off-target mutation ratios for data in Figure 4.23.
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4.4.4 Expanding the mutational spectrum of mutaT7 with antisense promoters

One disadvantage of MutaT7 is its limited mutational spectrum owing to the use of a

cytidine deaminase as the mutagenic component and an apparent strand bias for mutagenesis.

Indeed, our sequencing results indicate that we obtain predominantly C-+T transitions in the

sense strand of targeted DNA using a single T7 promoter (Figure 4.25). We hypothesized that

the mutational spectrum could be doubled by installing a second T7 promoter that would recruit

MutaT7 to the 3'-end of the DNA of interest. By enabling processive activity in the opposing

direction, we expected to observe a broader spectrum of mutational accumulation over time

upon sampling a continuous culture of a MutaT7 strain carrying the dual promoter reporter

plasmid (Figure 4.26). As expected, we found that the installation of an additional antisense T7

promoter leads to accumulation of both G->A and C->T mutations throughout the target gene

during continuous culturing (Figure 4.27). Furthermore, we found that the average number and

range of mutations per clone increased over time (Figure 4.28). This observation suggests that,

in contrast to other genetic methods for global mutagenesis, where the organism often rapidly

identifies a mechanism to shutdown mutagen expression, the high on-target to off-target

mutation ratio of MutaT7 enables long-term maintenance of mutagen expression in cells.
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Figure 4.25 1 Mutational spectra for a global mutagen compared to mutaT7

Type of mutations according to the Sanger sequencing data of 48 streptomycin resistant mutants

from the MP6 strain and 42 streptomycin resistant mutants from the MutaT7 strain. Results

suggest that there is significant bias for mutaT7 to introduce mutations to the sense strand

(relative to the direction mutaT7 is processing).
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Figure 4.26 1 Continuous culturing and enables sampling of mutations over time

Diagram of continuous culture conditions used to propagate a dual promoter episome in cells

expressing MutaT7, along with details for downstream Sanger sequencing analysis.
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Figure 4.27 1 Dual promoter architecture enables more mutation accumulation on both

strands of target DNA

Graphic of mutations observed by Sanger sequencing a target gene between dual opposing T7

promoters from clones harvested at different time points (triangles for total mutations, circles for

C->T transitions, and squares for G->A transitions).
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Figure 4.28 | Dual promoter architecture enables a diverse range of mutations over time

Box and whisker plot of mutations from Figure 2.26, where each dot represents the number of

mutations found in each clone. Mean number of mutations at each time point is represented by

horizontal line.
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4.4.5 Concluding remarks

In summary, the processively acting MutaT7 chimera reported here is capable of

selectively targeting mutations to large, yet well-defined, regions of DNA in a living system.

Moreover, the availability of T7 variants with altered transcription rates 29, 30 likely provides the

opportunity to fine-tune mutation rates. We anticipate that utilizing other base editing enzymes

in place of cytidine deaminase, such as the adenosine deaminases 14 , will significantly widen the

mutational spectrum of MutaT7 and further enable the creation of rich, diverse DNA libraries in

vivo with minimal off-target effects. Moreover, we envision that the ubiquitous applicability and

high specificity of T7 RNA polymerase in a large number of diverse organisms 31-34 will enable

implementation of targeted mutagenesis in a broad range of evolutionary and synthetic biology

settings.
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4.5 Methods

4.5.1 General

All PCR reactions for restriction cloning and recombineering targeting cassettes were performed

using Q5 High Fidelity DNA Polymerase (New England Biolabs). All colony PCR reactions for

sequencing were performed using OneTaq Quick-Load 2x Master Mix with Standard Buffer

(New England Biolabs). Primers were obtained from Life Technologies. Gene blocks were

obtained from Integrated DNA Technologies.

4.5.2 Reagents

The following reagents were obtained as indicated: Kanamycin monosulfate, fosfomycin, agar,

and chloramphenicol (Alfa Aesar J61272, J6602, A10752, and B20841, respectively);

tetracycline hydrochloride (CalBioChem 58346); rifampicin (TCI R0079); ampicillin (Fisher

Bioreagents BP1761-25); streptomycin sulfate (MP Biomedical 100556); tetrazolium chloride, L-

rhamnose, antifoam-204, and ethylmethanesulfonate (EMS) (Sigma-Aldrich T8877, W37301 1,

A831 1, and M0880, respectively); L-arabinose and cycloheximide (Chem-Impex 01654 and

00083, respectively); and lysogeny broth (LB; Difco 244620).

4.5.3 Cloning and Recombineering

All plasmids were generated by restriction cloning. Ligation reactions were performed using

Quick Ligase (New England Biolabs). All DNA cloning was performed in DH1OB cells

(Invitrogen). The rApol gene was amplified from pET28b-BE111 and the T7 RNA polymerase

gene was amplified from pTara35 . Mutation assay reporter plasmids utilizing the single-copy

BAC origin and the terminator arrays of the UUCG-T7 derivative of the T7 terminator 36 were

generated by serial insertion of the annealed oligos Nhel-UUCG-BamHi S and Nhel-UUCG-

BamHI AS (Supplementary Table 4.3). All E. coli strains used in this work were engineered

using lambda red recombineering strategies.
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4.5.4 Lambda Red Recombineering

The E. coli genome was edited using seamless lambda red recombineering with ccdB

counterselection, as previously described 37. Cells were transformed with the temperature-

sensitive psc101-gbaA recombineering plasmid, plated on LB agar with 10 pig/mL tetracycline,

and incubated for 24 h at 30 0C. Colonies were selected and grown in LB containing 10 jpg/mL

tetracycline overnight at 30 *C (18-21 h). Overnight cultures were diluted 25-fold in LB with 10

pg/mL tetracycline and grown at 30 0C for -2 h until attaining an OD600 of 0.3-0.4. The ccdA

antitoxin and recombineering machinery were then induced by adding arabinose and rhamnose

to a final concentration of 2 mg/mL each and then growing the cultures at 37 *C for 40 min to an

OD600 of -0.6. The cultures were then placed on ice, washed twice with ice-cold sterile ddH20,

resuspended in -25 pL of ice-cold sterile ddH20, and electroporated with -200 ng of the

appropriate kan-ccdB targeting cassette (1.8 kV, 5.8 ms, 0.1 cm cuvette, BioRad Micropulser).

The cells were then recovered in super optimal broth with catabolite repression (SOC) with 2

mg/mL arabinose at 30 *C for 2 h, then plated on LB agar plates with 50 pg/mL kanamycin and

2 mg/mL arabinose and incubated for 24 h at 30 *C. Colonies that grew under these conditions

had incorporated the kan-ccdB targeting cassette and were picked and grown in LB with 50

ptg/mL kanamycin and 2 mg/mL arabinose at 30 *C for 18-21 h. The cultures were then diluted

25-fold in LB with 50 pg/mL kanamycin and 2 mg/mL arabinose and grown at 30 *C for -2 h

until they reached an OD600 of 0.3-0.4. The recombineering machinery was then induced by

adding rhamnose to a final concentration of 2 mg/mL and then growing the cultures at 37 0C for

40 min to an OD600 of -0.6. The cultures were then placed on ice, washed twice with ice-cold

sterile ddH20, resuspended in -25 pL of ice-cold sterile ddH20, and electroporated with -200

ng of the final targeting cassette intended to replace the kan-ccdB cassette currently integrated

in the genome (1.8 kV, 5.8 ms, 0.1 cm cuvette, BioRad Micropulser). The cells were then

recovered in SOC with 2 mg/mL arabinose at 30C for 2 h, and then were washed once with LB

178



to remove the arabinose and prevent continued production of the ccdA antitoxin. The cultures

were then plated on LB agar plates at various dilutions with 100 pg/mL streptomycin and

incubated for 24 h at 37 0C. Without the ccdA antitoxin, the ccdB toxin will kill cells that have not

replaced the integrated kan-ccdB cassette with the final targeting cassette. The colonies that

grow should have the final targeting cassette integrated, but were screened by PCR or

sequencing to confirm cassette integration as some colonies may simply inactive the ccdB toxin.

Once a clone with the desired change was found, the temperature-sensitive pscl01-gbaA

recombineering plasmid was cured by plating on LB agar with 100 pig/mL streptomycin,

incubating at 42 0C for 18-21 h, streaking a colony from the plate on LB agar with 100 p.g/mL

streptomycin, and incubating at 42 0C for another 18-21 h. The colonies from the second plate

were grown in LB with 100 pig/mL streptomycin at 37 0C to generate glycerol stocks. The

colonies were also incubated in LB with 10 ptg/mL tetracycline at 30 'C to ensure tetracycline

sensitivity and confirm that the recombineering plasmid was successfully cured. The various

strains used in this work (Supplementary Table 4.1) were generated using the primers in

Supplementary Table 4.3.
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The following list of modifications were made in descending order to obtain the strains used in

this work:

Modification Genotype KanccdB cassette Final targeting Purpose of
primers used with cassette oligos or modification
R6K-kan-ccdB primers and
template plasmid template (if

applicable)
Insertion of A(araA- dAraLeu7697 dAraLeu7697-rApol rApol and MutaT7
rApol or leu)7697::[ BBa J23114 kanccdB F and and dAraLeu7697-T7 were inserted into
MutaT7 rApol or MutaT7] dAraLeu7697 used the DH10B

kanccdB R to amplify from genome between
BBaJ23114 lacO basepairs 62,378
rApol or and 62,379 at the
BBaJ23114 lacO seam of the large
MutaT7 A(araA-leu) 7697

deletion3 .
ung Deletion Aung 5'-Ung kanccdB and oligos delUng S and To minimize

3-Ung kanccdB delUng AS (annealed dU--*dC repair,
oligos) uracil DNA

glycosylase (ung)
was deleted39

Increasing lacl [P/ac1<>Ptac] 5'-pLacl::kanccdB pLacl::pTac S and In an attempt to
expression and 3'- pLacl::pTac AS get very low basal

pLacl::kanccdB (annealed oligos) expression from
lacd repressed
promoters, the
endogenous P/aci
promoter was
replaced with the
strong Ptac
promoter 24

Replacement of A(araA- 5'-prApol::kanccdB PA1lacO-1 F and The BBaJ23114
promoter leu) 76 9 7 ::[PA1acO-Tenth and 3'- PA1 lacO-1 R used to promoter from the
BBa_J23114 rApol or MutaT7] prApol::kanccdB amplify from Anderson
with PAlacO-Tenth pAl lacO-tenth gene Collection2 3 that

block controlled the
(Supplementary expression of
Table 4.3) rApo1 or MutaT7

from the DH1OB
qenome was
replaced with the
tightly-repressed
promoter PA1 lacO-
Tenth,which is a
weaker version of
the PA1lacO
promoter

22

Deactivation of A(araA- 5'-drApol::kanccdB drApol S and drApol The E63Q mutant
rApol leu)76 97 ::[PA1lacO-Tenth and 3'- AS (annealed oligos) of rApol cytidine

drApol or drApol-T7] drApol::kanccdB deaminase has
been shown to be
catalytically
inactive21 . E63Q
mutant negative
control strains
were made.
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4.5.5 Deleting the motAB and csgABCDEFG operons through DIRex lambda red

recombineering to decrease biofilm formation in bioreactor experiments

Deletions of the motAB operon40 and the csgABCDEFG41 have been shown to produce strains

of E. coli that are deficient in biofilm formation. To minimize inlet line contamination and clogs in

bioreactor experiments owing to biofilms, the motAB and csgABCDEFG operons were deleted

using one-step DIRex lambda red recombineering42. The motAB targeting half-cassettes were

amplified from R6K-AmilCP-kan-ccdB using the primers delmotDF and AmilCP-KanR and from

R6K-kan-ccdB-AmilCP using the primers delmotDR and KanF-AmilCP (Supplementary Table

4.3). The motAB half cassettes were co-electroporated to replace motAB with a kan-ccdB

cassette flanked by large AmilCP inverted repeats nested between short 30 bp direct repeats.

The repeat architecture leads to a high rate of spontaneous excision that was selected for using

ccdB counterselection to obtain a markerless deletion of motAB. This procedure was then

repeated to delete the csgABCDEFG operon. The csgABCDEFG targeting half-cassettes were

amplified from R6K-AmilCP-kan-ccdB using the primers delcsgDF and AmilCP-KanR and from

R6K-kan-ccdB-AmilCP using the primers delcsgDR and KanF-AmilCP (Supplementary Table

4.3).

4.5.6 Mutation Assay

To assess mutagenesis rates, the control (Aung, rApol, drApol, and drApol-T7;

Supplementary Table 4.1) and mutagenic strains (MutaT7 and MP6; Supplementary Table

4.1) (StrepR) carrying reporter plasmids (AmpR) were streaked on LB agar with 100 pg/mL

streptomycin and 100 ptg/mL ampicillin and grown at 37 0C for 24 h in order to obtain clones.

Single colonies were picked in triplicate for each sample and used to inoculate 5 mL LB with

100 pg/mL streptomycin,100 pg/mL ampicillin, and 25 mM arabinose (with 10 pg/mL

chloramphenicol for the MP6 strain, Supplementary Table 4.1), then shaken at 250 r.p.m. and

37 C for 24 h to accumulate mutations during growth. 1 mL aliquots of each culture were
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pelleted at 6000 x g for 3 min and resuspended in 1 mL LB to remove arabinose. Each

resuspension was plated on LB agar plates with 50 pg/mL tetrazolium chloride (a metabolic

contrast dye for visualizing colonies) and the antibiotics indicated below to analyze mutations

rates and viability:

* 50 pL of a 100,000-fold dilution of each resuspension was plated on LB agar with 100 pg/mL

streptomycin, 100 [tg/mL ampicillin, and 50 tg/mL tetrazolium chloride. For samples from

the MP6 strain, owing to lower growth of that strain, 50 pL of a 10,000-fold dilution of each

resuspension was plated to obtain a more accurate count. The colony counts from these

plates were used to calculate the cell viability (i.e., the number of live, ampicillin resistant

cells) in CFU/mL for each sample (Supplementary Tables 4.2a-c and Figure 4.15).

* 50 pL of each resuspension was plated on LB agar plates with 200 Vig/mL kanamycin and

50 ptg/mL tetrazolium chloride. The colony counts from these plates were used to calculate

the number of kanamycin resistant mutants in CFU/mL for each sample (Supplementary

Tables 4.2a-c and Figure 4.17). The number of kanamycin resistant mutants in CFU/mL

was divided by the number of live ampicillin resistant cells in CFU/mL for each sample to

obtain the kanamycin resistant mutation frequency (Supplementary Tables 4.2a-c and

Figure 4.10).

* 50 ptL of each resuspension was plated on LB agar plates with 20 [tg/mL tetracycline and 50

ptg/mL tetrazolium chloride. The colony counts from these plates were used to calculate the

number of tetracycline resistant mutants in CFU/mL for each sample (Supplementary

Tables 4.2a-c). The number of tetracycline resistant mutants in CFU/mL was divided by the

number of live ampicillin resistant cells in CFU/mL for each sample to obtain the tetracycline

resistant mutation frequency (Supplementary Tables 4.2a-c and Figure 4.10).

* 50 [iL of each resuspension was plated on LB agar plates with 100 pg/mL rifampicin and 50

ptg/mL tetrazolium chloride. The colony counts from these plates were used to calculate the
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number of rifampicin resistant mutants in CFU/mL for each sample (Supplementary Tables

4.2a-c). The number of rifampicin resistant mutants in CFU/mL was divided by the number

of live ampicillin resistant cells in CFU/mL for each sample to obtain the rifampicin resistant

mutation frequency (Supplementary Tables 4.2a-c and Figure 4.12).

* 50 tL of each resuspension was plated on LB agar plates with 100 [tg/mL fosfomycin and

50 ptg/mL tetrazolium chloride. The colony counts from these plates were used to calculate

the number of fosfomycin resistant mutants in CFU/mL for each sample (Supplementary

Tables 4.2a-c). The number of fosfomycin resistant mutants in CFU/mL was divided by the

number of live ampicillin resistant cells in CFU/mL for each sample to obtain the rifampicin

resistant mutation frequency (Supplementary Tables 4.2a-c and Figure 4.14).

Plates were incubated at 37 0C for 48 h, then imaged by inverting the plates onto transparencies

and scanning on a document scanner at a resolution of 400 dots per inch. The colonies were

then counted using the software OpenCFU (3.9.0)25, with the minimum colony radius set to 3,

the maximum colony radius set to 50, and the regular threshold set to 4.

4.5.7 Chemical Mutagenesis with Chemical Mutagen EMS

Mutagenesis with EMS was performed as previously described5. An overnight culture of each

sample was subcultured and grown until it reached a density of 2-3 x 108 cells per mL (log

phase). 5 mL aliquots of cells were chilled on ice, washed twice with sodium phosphate buffer

(pH = 7), and resuspended in 1 mL of 1 x PBS in a 1.5 mL Eppendorf tube. EMS was added

while cold by pipetting 14 pl of EMS into 1 ml of resuspended cells. Eppendorfs were sealed

and mixed at 1000 r.p.m. for 60 min at 37 *C. The cells were then washed twice with LB and

resuspended in 1 mL of LB. Immediately after washing, a viability measurement was performed

by plating 50 pl of a 10,000-fold dilution of each culture on LB agar with 100 Ig/mL

streptomycin, 100 pg/mL ampicillin, and 50 pg/mL tetrazolium chloride. After 48 h of incubation,

plates were imaged on a document scanner as described above. The number of live ampicillin
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colonies were counted after EMS treatment in CFU/mL to measure the viability after mutagen

treatment (Supplementary Tables 4.2a-c and Figure 4.15). For mutation rate assessment,

500 [L of the post-EMS-treated resuspension was inoculated into 5 ml of LB with 100 pg/mL

streptomycin and 100 [ig/mL ampicillin. The cultures were grown at 37 'C for 20 h, then 50 pL of

each culture was plated on LB agar with 50 pg/mL tetrazolium chloride and 100 [tg/mL

rifampicin. 50 p.L of a 100,000-fold dilution of each culture was also plated on LB agar with 100

pg/mL streptomycin, 100 pg/mL ampicillin, and 50 pg/mL tetrazolium chloride. After 48 h of

incubation, plates were imaged on a document scanner as described above. The number of

rifampicin resistant mutants in CFU/mL was divided by the number of live ampicillin resistant

cells in CFU/mL for each sample to obtain the rifampicin resistant mutation frequency

(Supplementary Tables 4.2a-c and Figure 4.12).

4.5.8 Mutation Assay and Sequencing with the T7 Promoter + rpsL Reporter Plasmid

To assess the locations and types of mutations observed, the drApol-T7 negative control strain

and MutaT7 and MP6 mutagenic strains (Supplementary Table 4.1) (StrepR) carrying the T7

promoter +rpsL reporter plasmid (AmpR) were streaked on LB agar with 100 Ig/mL ampicillin

and grown at 37 *C for 24 h in order to obtain clones. Single colonies were picked in triplicate

for each sample and used to inoculate 5 mL LB with 100 [tg/mL ampicillin and 25 mM arabinose

(with 10 tg/mL chloramphenicol for the MP6 strain, Supplementary Table 4.1), then shaken at

250 r.p.m. and 37 0C for 24 h to accumulate mutations during growth. 1 mL aliquots of each

culture were pelleted at 6000 x g for 3 min and resuspended in 1 mL LB to remove arabinose.

50 pL of a 100-fold dilution of each resuspension was plated on LB Lennox agar plates (pH 8.0)

with 500 pg/mL streptomycin, 100 pg/mL ampicillin, and 50 pg/mL tetrazolium chloride. 48

colonies from each plate were picked for colony PCR using the primers 2062 and 1197

(Supplementary Table 4.3). The amplicons were Sanger-sequenced using the primer 1197

(Supplementary Table 4.3).
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4.5.9 Continuous Culturing and Sequencing of the Dual T7 Promoter Reporter Plasmid

The dual T7 promoter reporter plasmid was continuously cultured in the MutaT7-csg' mot' strain

(Supplementary Table 4.1) in a 70 mL culture in a round-bottomed flask that was slowly stirred

in a 37 0C mineral oil bath. The culture was aerated through a needle that was connected to a

standard aquarium pump and LB with 100 ptg/mL streptomycin, 100 ptg/mL ampicillin, and 0.5%

isopropanol (as an antifoaming agent) was fed into the culture via a needle connected to a

peristaltic pump at a rate of -0.5 volumes/h. Fractions were collected every 3 d for 12 d. Each

fraction was plated for single colonies on LB agar with 100 pg/mL ampicillin and 10 clones from

each fraction were Sanger-sequenced by colony PCR with the primers 1493 and 1494

(Supplementary Table 4.3).

4.5.10 Continuous Culturing and Sequencing of the T7 Promoter + Filler DNA and T7 Promoter

+ Terminators Reporter Plasmids Reporter Plasmids

The T7 promoter + filler DNA and T7 promoter + terminators reporter plasmids were

continuously cultured in the Aung (negative control), MutaT7, and MP6 strains (Supplementary

Table 4.1) in 20 mL cultures using a previously described multiplex bioreactor setup43 . The

reactor was stored in a 37 *C warm room and was aerated and stirred with aquarium pumps. LB

with 100 ptg/mL streptomycin, 100 ptg/mL ampicillin, 100 pg/mL cycloheximide, 0.01% (v/v)

antifoam-204, and 150 tg/mL arabinose (+10 ptg/mL chloramphenicol in the case of the MP6

strain (Supplementary Table 4.1)) was pumped into each reaction vessel at a rate of 0.87

volumes/h. Fractions were collected every 3 d. Each fraction was plated on LB agar with 100

Lg/mL streptomycin and 100 gg/mL ampicillin and 12 single colonies from each plate were

grown in 5 mL LB with 100 [pg/mL ampicillin. DNA was isolated from each overnight culture

using the Qiaprep 96 Turbo Miniprep Kit and quantified using the PicoGreen assay.
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4.5.11 Library Construction and Next Generation Sequencing

Libraries were prepared using a miniaturized version of Nextera XT. Briefly, 0.5 ng of input DNA

was subjected to a 1/12 scale reaction of Illumina Nextera XT performed on a TTP Labtech

Mosquito HV using combinatorial dual indexing (Vna = 4 tl). Completed libraries were size

selected using SPRI beads at 0.7x volume and pooled before sequencing on an Illumina MiSeq

using 150 nt paired end reads (v2 chemistry). Sequencing reads were aligned against respective

plasmid sequences using bwa mem 0.7.10-r789 [RRID:SCR_010910]. Allele pileups were

generated using samtools v.0.1.19 mpileup [RRID:SCR_002105] with flags -d 10000000 --excl-

flags 2052, and allele counts/frequencies were extracted 4 . Only positions with greater than 10-

fold coverage in all replicates of each sample were included in the analysis. Fixed variant alleles

(present at greater than 85% frequency) for each sample are reported. Sanger sequencing was

also performed on a PCR amplicon from 96 clones of Aung (negative control) and MutaT7 strains

(Supplementary Table 4.1) after 15 d of continuous culture carrying the T7 promoter +

terminators reporter plasmid. The primers 2165 and 1197 (Supplementary Table 4.3) were used

to amplify and Sanger sequence the KanR gene.
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4.6 Supplementary Tables

Supplementary Table 4.1 | Strain table
The genotypes of strains used in this work are shown. The "x<>y" notation indicates a

replacement of "x" with "y" through lambda red recombineering.

Strain Genotype
DH1OB38  F- araD 139 A(araA-leu) 7697 AlacX74 galE15 galK16 galU hsdR2

relAl rpsL150(StrR) spoTi (p80acZAM15 endA1 nupG recA1 e14-
mcrA
A(mrr hsdRMS-mcrBC)

Aung DH1OB Aung AmotAB AcsgABCDEFG
rApol DH1OB Aung AmotAB AcsgABCDEFG [Piac/<>Ptac]

A(araA-/eu)7697::[PA1IacO-Tenth rApo1]
drApo1 DH 10B Aung AmotAB AcsgABCDEFG [P/ac/<>Ptac]

A(araA-/eu)7697::[PA1IacO-Tenth drApo1]
MutaT7 DH1 OB Aung AmotAB AcsgABCDEFG [P/ac/<>Ptac]

A(araA-/eu)7697::[PAlacO-Tenth MutaT7]
drApol-T7 DH1OB Aung AmotAB AcsgABCDEFG [PiacI<>Ptac]

A(araA-/eu)7697::[PA1IacO-Tenth drApo1- T7]
MP6 DH1OB Aung AmotAB AcsgABCDEFG MP6(CmR)
MutaT7-csg' mot' DH10B Aung [Pac/<>Ptac] A(araA-/eu)7697::[PA1IacO-Tenth MutaT7]

187



Supplementary Table 4.2a I Drug resistance assay data

Strain Reporter Resistance CFU/mL Standard Resistance Standard
Plasmid Deviation Frequency Deviation

Kan 6.OE+1 4.OE+1 3.8E-8 2.6E-8
Tet 1.8E+2 9.2E+1 1.1E-7 6.3E-8

No T7 promoter Fos 3.3E+3 5.3E+2 2.OE-6 4.2E-7
+ filler DNA

Rif 7.6E+2 1.OE+3 4.5E-7 5.9E-7
Amp 1.6E+9 1.OE+8
Kan 6.5E+2 3.9E+2 5.2E-7 3.4E-7
Tet 6.3E+2 3.9E+2 4.6E-7 2.3E-7

drApol T7 promoter Fos 3.5E+3 4.2E+1 2.7E-6 5.8E-7
+ filler DNA_____

Rif 4.OE+2 1.1E+2 3.OE-7 3.0E-8
Amp 1.3E+9 2.5E+8
Kan 1.2E+3 1.2E+3 6.6E-7 6.1E-7

T7 promoter Tet 3.7E+2 2.3E+1 2.1E-7 3.6E-8
+ terminator Fos 3.4E+3 1.3E+3 1.9E-6 7.4E-7

array Rif 5.9E+2 4.2E+2 3.4E-7 2.7E-7
Amp 1.8E+9 2.OE+8
Kan 4.1E+2 1.2E+2 2.6E-7 9.8E-8
Tet 8.1E+2 8.6E+2 4.9E-7 4.8E-7

No T7 promoter Fos 3.3E+3 5.2E+2 2.1E-6 3.0E-7
+ filler DNA_____

Rif 2.3E+2 8.1E+1 1.4E-7 3.8E-8
Amp 1.6E+9 1.4E+8
Kan 6.9E+2 2.5E+2 3.8E-7 1.5E-7
Tet 6.3E+2 2.3E+1 3.4E-7 2.1E-8

Aung T7 promoter Fos 4.5E+3 6.6E+2 2.5E-6 4.9E-7
+ filler DNA _ _ _ _

Rif 3.OE+2 2.OE+1 1.7E-7 2.OE-8
Amp 1.8E+9 1.2E+8
Kan 5.9E+2 4.8E+2 6.7E-7 8.2E-7

T7 promoter Tet 9.2E+2 7.8E+2 1.OE-6 1.3E-6
+ terminator Fos 3.7E+3 1.OE+3 3.6E-6 2.8E-6

array Rif 2.OE+2 1.OE+2 1.9E-7 1.6E-7
Amp 1.3E+9 5.6E+8
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Supplementary Table 4.2b I Drug resistance assay data

Strain Reporter Resistance CFU/mL Standard Resistance Standard
Plasmid Deviation Frequency Deviation

Kan 1.1E+2 4.2E+1 1.2E-7 3.3E-8
Tet 2.2E+2 7.2E+1 2.6E-7 6.1E-8

No T7 promoter Fos 2.6E+3 2.3E+2 3.3E-6 1.OE-6
+ filler DNA

Rif 1.7E+2 1.2E+2 2.2E-7 1.8E-7
Amp 8.7E+8 3.2E+8
Kan 2.3E+2 1.2E+2 1.2E-7 3.9E-8
Tet 5.9E+2 3.4E+2 3.9E-7 3.2E-7

drApol- T7 promoter Fos 3.OE+3 2.1E+2 1.8E-6 6.5E-7
T7 + filler DNA

Rif 2.6E+2 8.7E+1 1.5E-7 3.8E-8
Amp 1.8E+9 6.5E+8
Kan 1.5E+2 5.OE+1 1.3E-7 8.2E-8

T7 promoter Tet 3.7E+2 1.2E+1 3.1E-7 9.8E-8
+ terminator Fos 3.3E+3 7.9E+2 2.6E-6 5.7E-7

array Rif 1.6E+2 2.OE+1 1.3E-7 2.3E-8
Amp 1.3E+9 3.2E+8
Kan 1.7E+2 7.6E+1 1.2E-7 6.1E-8
Tet 2.5E+2 2.4E+2 1.6E-7 1.4E-7

No T7 promoter Fos 2.8E+3 8.7E+2 1 .9E-6 3.8E-7
+ filler DNA_____

Rif 5.5E+2 1.OE+2 3.7E-7 5.2E-8
Amp 1.5E+9 1.8E+8
Kan 1.1E+4 3.1E+3 7.2E-6 2.9E-6
Tet 3.1E+4 2.3E+3 2.0E-5 4.2E-6

MutaT7 T7 promoter Fos 2.5E+3 1.1E+3 1.6E-6 6.3E-7
+ filler DNA _ _ _ _ _ ____

Rif 4.2E+2 1.2E+2 2.6E-7 1.5E-8
Amp 1.6E+9 3.6E+8
Kan 9.8E+3 1.9E+3 6.1E-6 5.5E-7

T7 promoter Tet 5.OE+2 2.4E+2 3.0E-7 1.2E-7
+ terminator Fos 3.7E+3 6.3E+2 2.3E-6 2.4E-7

array Rif 9.1E+2 5.1E+2 5.6E-7 2.7E-7
Amp 1.6E+9 2.1E+8
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Supplementary Table 4.2c I Drug resistance assay data

Strain Reporter Resistance CFU/mL Standard Resistance Standard
Plasmid Deviation Frequency Deviation

Kan 2.9E+3 4.7E+2 4.8E-5 1.6E-6
Tet 3.5E+3 5.6E+2 5.9E-5 8.5E-6

No T7 promoter Fos 1.5E+4 1.9E+3 2.5E-4 3.9E-5
+ filler DNA______

Rif 9.5E+3 2.9E+3 1.5E-4 3.1E-5
Amp 6.OE+7 8.2E+6
Kan 3.3E+3 4.6E+2 8.OE-5 2.8E-5
Tet 4.8E+3 7.8E+2 1.1E-4 1.2E-5

MP6 T7 promoter Fos 1.2E+4 1.7E+3 2.9E-4 3.5E-5
Rif 9.3E+3 1.7E+3 2.2E-4 4.9E-5

Amp 4.4E+7 1.2E+7
Kan 9.9E+3 1.2E+3 3.4E-5 1.OE-5

T7 promoter Tet 1.5E+4 3.6E+3 5.3E-5 2.OE-5
+ terminator Fos 2.2E+4 1.3E+3 7.7E-5 1.8E-5

array Rif 2.2E+4 3.4E+3 7.5E-5 2.5E-5
Amp 3.OE+8 6.6E+7

Rif 2.7E+4 1.6E+4 3.1E-5 1.4E-5
No T7 promoter Amp 9.3E+8 4.3E+8

+ filler DNA
Amp* 5.3E+5 7.6E+5

Rif 3.6E+4 3.9E+3 3.7E-5 6.5E-6
EMS T7 promoter Amp 9.6E+8 9.1E+7+ filler DNA

Amp* 1.3E+6 1.OE+6

T7 promoter Rif 2.4E+4 5.5E+3 4.9E-5 1.7E-5
+ terminator Amp 5.4E+8 2.5E+8

I_ array Amp* 1.4E+6 6.OE+5 I
*The number of ampicillin resistant cells immediately after EMS treatment.
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Supplementary Table 4.3 1 Primer and oligo table
Primer Name SEQUENCE

5'-Ung kanccdB GCAGTTAAGCTAGGCGGATTGAAGATTCGCAGGAGAGCGAGATGGCTAACCCCTCATCAGTGCCAACAT
AGTAAG

3'-Ung kanccdB AGCCGGGTGGCAACTCTGCCATCCGGCATTTCCCCGCAAATTTACTCACTCCGCTCATTAGGCGGGC

delUng S GCAGTTAAGCTAGGCGGATTGAAGATTCGCAGGAGAGCGAGATGGCTAACAGTGAGTAAATTTGCGGG
GAAATGCCGGATGGCAGAGTTGCCACCCGGCT

delUng AS AGCCGGGTGGCAACTCTGCCATCCGGCATTTCCCCGCAAATTTACTCACTGTTAGCCATCTCGCTCTCC
TGCGAATCTTCAATCCGCCTAGCTTAACTGC

5'-pLacl::kanccdB CGTTACTGGTTTCACATTCACCACCCTGAATTGACTCTCTTCCGGGCGCTCCCTCATCAGTGCCAACATA
GTAAG

3'-pLacl::kanccdB TGGTGGCCGGAAGGCGAAGCGGCATGCATTTACGTTGACACCATCGAATGCCGCTCATTAGGCGGGC

pLacl::pTac AS ATTCACCACCCTGAATTGACTCTCTTCCGGGCGCTCATTATACGAGCCGATGATTAATTGTCAACATTCG
ATGGTGTCAACGTAAATGCATGCCGCTTC

pLacl::pTac S GAAGCGGCATGCATTTACGTTGACACCATCGAATGTTGACAATTAATCATCGGCTCGTATAATGAGCGCC
CGGAAGAGAGTCAATTCAGGGTGGTGAAT

delcsgDF TTTCGCTTAAACAGTAAAATGCCGGATGATAATTCCGGCTTTTTTATCTGTTTGTTGAAATATCGGAATTA
AAAAAGAATTCAAAAAAAAGCCCGC

delcsgDR GCAGCAGACCATTCTCTCCAGATTCATCTTATGCTCGATATTTCAACAAACAGATAAAAAAGCCGGAATTA
AAAAAGAATTCAAAAAAAAGCCCGC

delmotDF CTTCATCAAAAAATGTCTGATAAAAATCGCTTATATCCATGCTCACGCTGGACATCATCCTTCCAGAATTA
AAAAAGAATTCAAAAAAAAGCCCGC

delmotDR CGCCTGACGACTGAACATCCTGTCATGGTCAACAGTGGAAGGATGATGTCCAGCGTGAGCATGGAGAAT
TAAAAAAGAATTCAAAAAAAAGCCCGC

KanF-AmiICP GCTCGACGTTGTCACTGAAGC
AmilCP-KanR CGCCGTCGGGCATGC
5'-drApol::kanccdB GTCGTCACTCTATCTGGCGTCACACCTCTCAGAACACCAACAAACACGTTCCGCTCATTAGGCGGGC

3'-drApol::kanccdB TTCGGGCAGAAGTAACGTTCGGTGGTGAATTTTTCGATGAAGTTAACTTCCCTCATCAGTGCCAACATAG
TAAG

drApol S GTCGTCACTCTATCTGGCGTCACACCTCTCAGAACACCAACAAACACGTTCAAGTTAACTTCATCGAAAA
ATTCACCACCGAACGTTACTTCTGCCCGAA

drApol AS TTCGGGCAGAAGTAACGTTCGGTGGTGAATTTTTCGATGAAGTTAACTTGAACGTGTTTGTTGGTGTTCT
GAGAGGTGTGACGCCAGATAGAGTGACGAC

dAraLeu7697 kanccdB CAGCAGCAGAACGCCCGGCACGTGCTCTGCCAGTTGTTCAATGGCCTGATCCCTCATCAGTGCCAACAT
F AGTAAG
dAraLeu7697 kanccdB TGAGCAGGCAATCAGCAGTTGATAACCCCGTTGCCGCGCCTGGCGTTCAACCGCTCATTAGGCGGGC
R

dAraLeu7697-rApol CAGCAGCAGAACGCCCGGCACGTGCTCTGCCAGTTGTTCAATGGCCTGATTCGAGTTTATGGCTAGCTC
AGTCC

dAraLeu7697-T7 TGAGCAGGCAATCAGCAGTTGATAACCCCGTTGCCGCGCCTGGCGTTCAACTGAAAATCTTCTCTCATC
CGCC

5'-prApol::kanccdB GCAGAACGCCCGGCACGTGCTCTGCCAGTTGTTCAATGGCCTGATTCGAGCCGCTCATTAGGCGGGC

3'-prApol::kanccdB CGACGACGCAGGGTCGGGTCAACCGCAACCGGACCGGTTTCAGAAGACATCCCTCATCAGTGCCAACA
TAGTAAG

PA1 lacO-1 F GCAGAACGCCCGGCAC
PA1 lacO-1 R CGACGCAGGGTCGGG

GCAGAACGCCCGGCACGTGCTCTGCCAGTTGTTCAATGGCCTGATTCGAGAAAGAGTGTTTATTTGTGA
pA1 lacO 1-HA Tenth GCGGATAACAATTACAATTAGATTCAATTGTGAGCGGATAACAATTTCACACAGGCTAGCGAATTCGAGC
gene block TCCCTCTAGAAATAATTTTGTTTAACTTTAAGAAGGAGATATACCATGGGCAGCAGCTACCCATACGACG

TACCAGATTACGCTATGTCTTCTGAAACCGGTCCGGTTGCGGTTGACCCGACCCTGCGTCGTCG

Nhel-UUCG-BamHlS CTAGCCAGCTTGGGTCTCCCTAGGTCGAGCTCCGTCGACCTAGCATAACCCCGCGGGGCCTCTTCGGG
GGTCTCGCGGGGTTTTTTGCTGAAAGG

Nhel-UUCG-BamHI GATCCCTTTCAGCAAAAAACCCCGCGAGACCCCCGAAGAGGCCCCGCGGGGTTATGCTAGGTCGACGG
AS AGCTCGACCTAGGGAGACCCAAGCTGG

1493 AAAAAAAAGCTTGTTGACAATTAATCATCGGCATAGTATATCGGCATAGTATAATACGACAAGGTGAGGA
ACTAAACCACGGGATCGGCCATTGAAC

1494 AAAAAATTAATTAAGCTCTAGAGAATTGATCCCCTCAG
2165 TTGACAATTAATCATCGGCTCGAAGCTTG
1197 AAAAAAGGATCCTTCGCCATTCAGGCTGCG
2062 AAAGTGCCACCTGGCGG
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